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A shortage or backlog of inventory can easily occur due to the backward forecasting method typically used, which will affect the
normal flow of funds in pharmacies. .is paper proposes a replenishment decision model with back propagation neural network
multivariate regression analysis methods. With the regular pattern between sales and individual variables, supplemented with the
safety stock empirical formula, an accurate replenishment quantity can be obtained. In the case analysis, this paper takes the sales
situation of a pharmacy as an example and tests the accuracy and stability of the model. .e results show that the model has good
prediction accuracy which can be introduced into the intelligent pharmacy system and used in the replenishment of the intelligent
pharmacy to prevent overstocking or a shortage of stock, thus improving the financial situation, reducing themanpower burden of
typical retail pharmacy, and helping residents buy medicines.

1. Introduction

.e pharmacy business model has gradually entered the
public view. It refers to the upgrading of the pharmaceutical
industry and retail terminals from traditional business
models to innovative industrial models through innovative
technologies such as the Internet, big data, and artificial
intelligence. Compared with traditional pharmacies, the
intelligence of pharmacies is mainly reflected in the client,
enabling customers to purchase medicines more conve-
niently. However, the method for forecasting the amount of
resupply for a pharmacy is still backward. Many companies
estimate safety stocks based on experience (Trapero et al.) or
simply use software provided by software vendors to make
predictions for decades without updating the system [1]..e
data provided by software vendors are too conservative
which has resulted in low turnover of goods and slow fi-
nancial flows [2]. To solve this problem, two aspects should
be considered. .e first is how to determine when and how
much to replenish, and the second is how to predict demand.

Many scholars have expressed their opinions on the
first aspect. .e classic single models are the moving av-
erage (Holt [3]), index smoothing method, and linear re-
gression method (Galton, 1855), [4, 5]. Because these
methods have limitations, many newmodels have emerged,
such as the grey model [6, 7], wavelet smoothing model [8],
autoregressive model (Arima) [9], and neural network
[10–12]. However, these methods have their own limita-
tions. .e grey model when the absolute value of the de-
velopment coefficient is large (− a> 0.5), the model
deviation is large, and it cannot be used for medium- and
long-term predictions, and even short-term predictions are
not appropriate. .e wavelet smoothing model can flexibly
adapt to sudden data changes but performs very poorly in
smooth time series prediction. .e autoregressive model is
effective. However, this method also has its own applica-
bility; that is, these data must be autocorrelated, and the
autocorrelation coefficient must be greater than 0.5; oth-
erwise, the prediction result will be extremely inaccurate.
.e neural network model also has its applicability most
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notably because the model is input and then learned by
each data when learning, which causes it to be easily
confined to a small branch of the entire data [13].

After discovering that a single model has its own
defects and applicability, many scholars began to study the
combination model to reduce the prediction error. Wang
et al. found that combination forecasting is one of the
most important and effective methods in time series
forecasting, so they proposed a combination forecasting
model based on the neural network linear integration
framework and compared other four single neural net-
work models and other forecasting models. .e results
show that the performance of NNSLEF is better than that
of the four component neural network model and other
recognized models [14]. Choi et al. proposed a hybrid
prediction model. By combining the classic SARIMA
method and the wavelet transform model, they were able
to predict the sales data and test it against real data to
prove its effectiveness [15]. Christodoulos et al. with
limited historical data and short-term projections of the
penetration rate of broadband and mobile communica-
tions in the world, combined with ARIMA and the dif-
fusion model, proved the accuracy of their method when
applied to broadband and mobile phone penetration
worldwide [16]. Zhang et al. proposed a novel solution by
using common spatial pattern (CSP) and convolutional
neural network (CNN) on disease prediction, and the
experimental result demonstrates that the proposed ap-
proach outperforms most methods [17]. Wang et al.
proposed a new monthly tourism demand forecasting
method by combining improved chaotic particle swarm
optimization (ICPSO) with backpropagation neural net-
work (BPNN) to forecast monthly tourism demand. .e
results show that the performance of the ICPSO-BPNN
model is better than that of the basic BPNN model,
autoregressive comprehensive moving average model,
support vector regression model, and other popular
models [18].

Another point of concern is to determine the safety of
stocks, the replenishment points, and the spacing of re-
plenishment. Cui et al. and Foster et al. studied the tendency
of goods to be out of stock with customers still wanting to
buy them and elaborated on the impact of the lack of goods
on the purchases of customers in different situations [19, 20].
When making replenishment decisions, Puga et al. found
that the two-stage supply chain model, which uses a service-
level integration (s, Q) supply strategy, was the best and
could improve inventory turnover [21]. Trapero et al. used
the GARCH model to calculate the safe inventory and
compared it with the kernel density estimation and found
that the kernel density estimation GARCH model is suitable
for shorter periods of time, while the GARCHmodel is more
suitable for longer periods of time [1]. Predicted intervals are
generally calculated using empirical algorithms, unless it is
not a fixed replenishment interval, but some scholars used
the neural network approach instead [22].

Although some commonly used methods and scholarly
research results related to drug replenishment currently
exist, these methods have some limitations, such as the index

smooth method, which is applicable only for short-term
measurements. Applying this method to long-term pre-
dictions can easily yield inaccurate results. .e wavelet
smoothing method is very sensitive to data fluctuations, but
the prediction error for stable data is very large [8]. Although
the grey system analysis model looks very precise on the
surface, the error should be small, and the prediction time
must be very accurate. However, when the value of “a” (the
basic relations of the grey system model is as follows:
a(1)(x(1)(k + 1)) � − aX(1)(K + 1) + u) is large, the error
will become large, and large deviations in the prediction will
occur [7]. To address the limitations of these methods, this
paper combines the back propagation neural network and
regression analysis in the demand forecasting stage and
brings together the highly similar characteristics of neural
networks and the sensitivity of multiple regression to sea-
sonal changes to better predict the demand for future drugs.
Moreover, this method has not yet been studied by scholars
in drug replenishment; hence, the research space is very
large. It is suitable for short-term and medium-term pre-
dictions and can meet the replenishment of commonly used
drugs, especially for seasonally sensitive drugs. For safety
stock and replenishment points, this paper uses the tradi-
tional empirical formula, which is simple but can effectively
calculate the location of safety stock and replenishment
points.

.e rest of the contents are organized as follows. Section
2 introduces the model and methods used in the paper. In
Section 3, the framework of the replenishment decision
model is introduced, and an example of cold medicine in a
pharmacy is taken to examine the model validity. Section 4
shows the result of the replenishment decision and analyses
the predictive effect of the methods. Finally, the conclusions
are given in Section 5.

2. Model Background

2.1. Replenishment Decision Model. .e empirical formula
helps to build up the replenishment decision model and is
commonly used to calculate the safety stock, replenishment
points, prediction interval, and replenishment quantity.
Because medicines are stored in obsolete stocks, excessive
stocks can lead to a backlog of stocks, a low turnover of
funds, and a tendency to strain financial flows, while the
scarcity of stocks, increasing inventory turnover, may lead to
stock-outs. .erefore, a proper inventory is essential for the
operation of pharmacies. Hence, this paper must use the
formula to accurately fill in the amount of goods to achieve
the maximum benefit.

Here, the paper assumes that the spacing of the re-
plenishment is not fixed and does not consider the cost of
transporting drugs because each drug delivery involves
several orders carried together, the variety of drugs is large,
and the cost of sharing each package is negligible. At the
same time, the inventory cost of storing drugs in pharmacies
is not considered here. Since the paper is based on the sales
quantity and stock limit to set the amount of replenishment,
the shelf life of drugs will not be exceeded. .e paper
considers only the point of replenishment, the safety stock,
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the upper and lower levels of the inventory, and the pre-
dicted demand. Finally, the replenishment quantity is de-
termined based on these main factors.

First, the symbols needed in the paper are defined in
Table 1:

.e safety stock empirical formula is as follows:

SC � R∗ σ ∗
��
T

√
. (1)

.e formula for calculating the replenishment point is as
follows:

D � VT + SC. (2)

When the pharmacy inventory is less than this point, the
restocking action begins.

VK � SK. (3)

.is paper assumes that the turnover rate of the in-
ventory is not fixed, and the predicted interval is the time at
which the inventory is roughly turned over once. Here, we
set the forecast period as the average time for drug inventory
turnover and assume that the demand is approximately
equal to the sales forecast for a certain range in the future.

V �
VK, VK + SC<Vmax,

Vmax, VK + SC≥Vmax.
􏼨 (4)

If replenishment is required, the demand for replen-
ishment intervals is compared with the safety stock ceiling.
If the former is smaller than the latter, the replenishment
quantity is equal to the demand for replenishment inter-
vals; otherwise, it is the upper limit of the inventory. Re-
plenishment can be carried out according to this
premeasurement. .en, the drug replenishment forecast
concludes.

2.2. Multiple Regression Analysis. Multiple regression
analysis refers to the selection of one variable as the
dependent variable and other variables as independent
variables among all the relevant variables. .en, according
to these variables, a linear or nonlinear mathematical
expression among several variables is established, and the
sample data are used to test and analyse the statistical
method. .e expression for the multiple regression
analysis is as follows:

Yi � m0 + m1X1 + m2X2 + · · · + mkXk + e, (5)

where Y is the dependent variable, Xk is the independent
variable, m0 is the constant term, m1, m2, . . ., mk are the
regression coefficients, and e is the error, which follows the
normal distribution with a mean value of zero. .e re-
gression coefficient can be solved by the least square method
as m � (XTX)− 1XTY. .e general form of the multiple
regression analysis method is as follows:

Yi � m0 + m1X1i + m2X2i + · · · + mkXki, (6)

where i � 1, 2, 3, . . . , n. After variable replacement, the
multiple regression analysis method can be converted into a
multiple linear regression method and solved.

2.3. Back Propagation Neural Network. .e back propaga-
tion neural network (BPNN) is one type of ANN. It was
proposed in 1986 by a team of scientists, including
McCelland and Rumelhart, and is one of the most
commonly used neural network methods. .e method is a
multilayer feed-forward neural network trained by the
error back propagation algorithm..e basic principle is to
learn the input sample, judge the error, modify the weight
and the threshold value to reduce the error, and then
iterate many times to obtain the optimal mapping
relationship.

.e BPNN is composed of many layers, including the
input layer, hidden layer, and output layer. .e structure of
the BPNN prediction method is shown in Figure 1. In the
figure, xn is the input layer, which shows the time series data
of each index, zq is the hidden layer, and ym is the output
layer, which shows the predicted value of each index.

.e BPNN is calculated as follows:

Step 1. Each weight value is limited to an interval, and
each weight value is randomly assigned within the
interval.
Step 2. .e error function is set, given the accuracy of
the calculation and the maximum number of learning
times.
Step 3. .e input independent variables and corre-
sponding dependent variables are randomly extracted.
Step 4. .e input and output of each layer of neurons
are calculated.
Step 5. Based on the calculated output results and the
original sample dependent variables, the partial de-
rivative of the error function relative to the output layer
results is calculated.
Step 6. Using the randomly set weight, the partial
derivative of the output layer, and the output result of
the neural network calculation, the partial derivative of

Table 1: Symbol definitions for the replenishment decision model.

Symbol Definition
SC Safety stock
R Safety factor
σ Standard deviation of demand
T Lead time (days)
D Order point
V Replenishment quantity
VT Lead time requirements
Vmax Maximum stock quantity
Vmin Minimum stock quantity
K Prediction interval
VK Demand of prediction interval
S Sales forecast
Sk Sales in prediction interval
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the error function relative to the neurons of the hidden
layers is calculated.
Step 7. .en, the results just calculated and the output
of each neuron in the hidden layer are used to correct
each weight.
Step 8. .e weight value is corrected by the input value
of each neuron in the input layer and the partial de-
rivative function of each neuron in the implicit layer.
Step 9. .e global error is calculated.
Step 10. Whether the global error meets the require-
ments is determined, and the entire process is ended
when the error meets the requirements or the current
number of learning times is greater than the maximum
number of settings. Otherwise, the next independent
variable and corresponding dependent variable are
selected, and the next calculation begins.

2.4. BPNNMultivariate Regression Analysis. .is paper uses
BPNN multivariate regression analysis to forecast the drug
demand. After regression analysis with the BPNN and
multivariate regression, the method is obtained by taking the
weighted combination of each method. .e neural network
method is Q1, the multivariate regression analysis method is
Q2, and the weights of the neural network method and the
multivariate regression analysis method are K1 and K2, re-
spectively. To ensure that the results of the combination
processing are unbiased, the following must be satisfied:

K1 + K2 � 1, K1, K2 ≥ 0. (7)

.e expression of its combination method is as follows:

Q � K1Q1 + K2Q2. (8)

Set K1 � μ andK2 � 1 − μ.

Q � Q1 +(1 − μ)Q2. (9)

Set ϵ to the error between the actual sales value and the
predicted result value so that the actual forecast value is QS,
then

ϵ � QS − Q � QS − Q1 − (1 − μ)Q2. (10)

According to Lagrange’s rule, the variance and mini-
mum of the predicted value and the actual value can be
obtained when the following formula is satisfied:

􏽘

n

i�1
ε2min � 􏽘

n

i�1
Qsi − μQ1i − (1 − μ)Q2i􏼂 􏼃

2
, (11)

where i represents the number of measurements and n
represents the number of measurements. .en, the final
weight values of K1 and K2 are calculated and brought into
the combination method to find its predicted values.

3. Replenishment Decision Model

.is section describes in detail the decision model used to
predict the amount of replenishment in pharmacies, in-
cluding the data, the methods used, and the modelling
process.

3.1. Establishing a Model Framework. .is paper uses a
model combining multiple regression analysis and the
BPNN and an empirical formula to build the replenishment
decision model. .e detailed steps for its realization are as
follows:

Step 1. Establish the replenishment decision model
.e historical sales data and empirical formula are used
to establish a replenishment decision model. .e drug
safety inventory, replenishment point, replenishment
interval, and replenishment forecast formulas are
included.
Step 2. Analyse and collect the data
Use the historical sales data of a drug in a pharmacy
as the dependent variable of the demand forecast.
.en, an analysis is conducted to identify all the
factors that affect the sales of the drug as its inde-
pendent variables.
Step 3. Process the data
.e numerical and standardized treatment of these
factors makes their regression expression neater and
easier to calculate. .e correlation between the data is
tested. By testing the correlation between the various
variables, we analyse and eliminate the correlation
among the nonsignificant factors. We then observe
whether a phenomenon exists in which the correlation
between independent variables is greater than that
between the independent variables and dependent
variables. If it is, one of the factors is discarded to
prevent multicollinearity.
Step 4. Forecast the replenishment
Multiple regression analysis and the BPNN model are
used to find the relationship between the variables and
check whether multicollinearity occurs. If not, the
combined multiple regression analysis and BPNN
model are used to obtain a new expression for sales and
their variables. .en, the safety stock and replenish-
ment point obtained from step 1 are employed to
forecast the replenishment quantity.
.e overall model structure is shown in Figure 2.
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Figure 1: BPNN method.
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3.2. Establish the ReplenishmentDecisionModel. To examine
the effect of the decision model, a cold medicine from a
pharmacy in Beijing was selected for analysis. .e data used
in this article were processed due to the partial design of
commercial secrets, and the rest of the data are real data..e
daily sales quantity of the drug from 2016 to 2018 and the
factors that may affect the sales quantity were studied.

Among them, the standard differences in the demand,
safety factors, and stock ceilings are all known. .e sales
forecast of the replenishment interval can be obtained by the
multivariate regression model of the neural network
established above. .e remaining variables can be calculated
by the known quantities.

By looking at these data, we found that a large difference
in sales exists between different seasons. .erefore, this
paper divides the sales time of the cold medicine into the off-
season and the busy season and performs separate calcu-
lations to obtain a more accurate safety inventory that is
more suitable..e off-season period is fromMay to October,
and the busy season is from November to April.

Among these variables, the lead time T� 3, the level of
service is 0.99, R� 2.33, the standard deviation of demand in
the off-season is 1.46, and that in the busy season is 2.07.
.ese values are entered into formula (1) separately to solve;
the off-season safety stock is 6, and the busy season safety
inventory is 8. .e demand for the preseason period is
obtained by multiplying the average daily sales quantity in
the light season, of which the average daily sales quantity in
the off-season is 3 and the average daily sales quantity in the
busy season is 7. .ese values are entered into formula (2)
separately to solve the off-season replenishment point,
which is 15, and the busy season replenishment point, which
is 29.

Due to the different stock turnover rates in the light
season, this paper calculates the approximate turnover rates
for the light season separately based on the historical data
and then sets the forecast sales days for the off-season to 30
days and for the busy season to 15 days. When more than
half the number of days in the forecast range are in another
quarter, the paper makes up for this in another quarter.
.erefore, when the stock reaches the replenishment point,
this paper chooses different demand forecasts according to
the light busy season, forecasts the sales quantity for the next
30 days during the off-season, and forecasts the sales
quantity for the next half-month during the busy season.

.at is, K� 30 in the off-season, and K� 15 in the busy
season.

3.3. Analysis and Collection of Data. .is paper analyses all
the possible factors that impact cold medicine sales (as
follows) and collects the relevant data.

Incidence Factors. .ese factors are directly related to
the number of medicines purchased. When the inci-
dence of colds increases, more people will buy drugs.
Since a cold is a “small” disease, people are more likely
to go to the pharmacy to buy medicine when they have
a cold.
Appropriate Travel Factors. Whether people will buy
medicines or not may be affected by the appropriate-
ness of travel. For example, when the weather is good,
people may prefer to go out and buy medicine. .is
factor is a combination of factors, including multiple
indicators such as weather, average temperature, wind
power, and air pollution index.
Population Mobility Factors. When the important and
long holiday season comes, people may go out to play
or return home, which may lead to changes in the level
of drug purchase on these days.
Promotion Factors. Although the frequency of sales
promotions is not very high for drugs, the number of
medicines purchasedmay change during a promotional
period. .erefore, this factor must be explored.

3.4. Data Processing

Incidence Factors. For the incidence factors, this paper
was able to obtain comparative data from 2016 to
2018 through the website of the Beijing Center for
Diseases Prevention and Control. .e first day of
January 2016 was used as a benchmark. .e differ-
ence between these data values and the baseline
values determines the strength of the incidence rate.
.e prevalence rate is determined, and the incidence
rate is expressed as 1–3, of which 1 is the weakest and
3 is the strongest.
Appropriate Travel Factors. Here, this paper took the
day, weather (cloudy, sunny, rainy, and snowy), av-
erage temperature, wind, and air pollution index as
factors that affect travel. .e website (weather forecast
2345) was searched for daily weather data from 2016 to
2018, and these factors were quantified. .e specific
treatment criteria are shown in Tables 2–5.
.en, each factor has been quantified according to the
data processing criteria based on the weight obtained in
the questionnaire (approximately 2.3 :1 :1 :1, of which
the weather is 2.3 and the rest are 1). After adding the
weighted data, the final suitable travel degree data are
obtained.
Population Mobility Factors. Here, the paper looks for
data to obtain the total population of the district
covered by the pharmacy. .e resident population

Step 1: establish replenishment decision model

Step 2: analyse and collect data

Step 3: process the data

Step 4: forecast the replenishment

Figure 2: Model framework.
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knows that its population is more mobile; thus, greater
population mobility may occur during the holiday
period..erefore, obtain the data of legal holidays from
2016 to 2018 through the China Government Website,
and the size of each value is used to indicate the
mobility of the population. .e specific criteria are
shown in Table 6.
Promotional Factors. .is thesis obtained the in-store
promotion time data for 2016–2018 (to protect the
privacy of the business, the data are processed here).
After that, the data are in numeric form, represented by
the number 2 at the time of promotion, with the
remaining time represented by 1.
Sale Quantity. To determine the quantity forecast,
this paper needs to predict the future demand, but
the demand has an inseparable relationship with the
historical sales quantity. .us, this paper studies
whether and to what extent historical sales are re-
lated to these factors and then obtains an expression
of the relationship between sales quantity and these
factors, after which a forecast of future demand is
made. Here, the paper surveys the daily sales of a
drug from 2016 to 2018 at a pharmacy and studies the
2016 and 2017 data as dependent variables (to
protect the privacy of the business, the data are
processed here; however, this does not affect the
accuracy of the predictions).

To investigate whether independent variables exist,
whether dependencies between the independent variables
and dependent variables can be found, and how these
variables relate to each other, the paper studies the daily sales
data of a cold medicine at a pharmacy from 2016 to 2018,
along with the incidence factors, appropriate travel factors,
population mobility factors, and promotion factors men-
tioned in the previous section. A correlation test is then
performed to observe the relationship .

Table 7 shows the results obtained through a one-
sided test. Among them, the daily sales quantity and
incidence rate, suitable travel rate, population mobility,
and promotion factors are all significantly related (at the
level of 0.05).

In particular, the correlation coefficient between daily
sales and morbidity� 0.808 > 0.8 is highly related. .e
remaining daily sales are relatively weak in relation to the
suitability of travel, population mobility, and promotion.
Among them, daily sales are negatively related to pop-
ulation mobility. .e correlation between independent
variables is weak or not significant; thus, multi collinearity
is not possible.

3.5. Forecast Replenishment. BPNN regression and multi-
variate regression analysis was carried out with the variables
tested earlier. .e results are as follows.

Because the BPNN model is prone to local overlearning
during learning, the results of each test may be different.
.erefore, the paper trains and analyses these data several
times and takes the highest degree of similarity as the output.

.e degree of influence of the independent variables on
the daily sales quantity is expressed in Table 8. From high to
low, the order is as follows: incidence rate, promotion factor,
suitable travel degree, and population mobility. .eir levels
of importance are 100%, 58.4%, 57.7%, and 45.7%,
respectively.

Multivariate regression considers the daily data from
2016 to 2017. .e regression method adopts a step-by-step
approach. .e following results are obtained. Table 9 reveals
that the goodness of fit (R2) is improving because the closer
R2 is to 1, the higher the degree of similarity. In the fourth
model, the goodness of fit (R2) is 0.768, indicating that this
model can explain 76.8% of the variable changes and that the
degree of fit is better.

Table 10 indicates that the regression equation is
meaningful. .e F value is an indicator of the significance
of multiple regression. .e results are all greater than
2.38. .e original assumption is rejected; that is, the
independent variables of the model are considered to
have a sufficiently significant effect on the dependent
variables.

.e VIF in Table 11 is an indicator for common linear
diagnosis. When 0<VIF< 10, the regression model is not
collinear; 10≤VIF≤ 100 is considered to indicate multi
collinearity in the model. .e VIF in the above table is less
than 10; thus, the model does not exhibit multiple collin-
earity. Let the morbidity variable be X1, the appropriate
travel degree be X2, the population mobility be X3, and the
promotion factor be X4. .e equation for Table 11 is
sales� 2.346 X1 + 1.094 X2 − 1.122 X3 + 2.295 X4 − 4.192.
.rough the BPNN multivariate regression analysis model,

Table 2: Numerical table of weather factors.

Weather conditions Evaluation criteria
Sunny, cloudy 5
Haze, sand 4
.undershower, light rain 3
All kinds of rain 2
Snow 1

Table 3: Numerical table of average temperatures.

Average temperature Evaluation criteria
[− ∞, 0) 1
[0, 9)∪ [29, +∞) 2
[9, 19) 3
[19, 29) 4

Table 4: Numerical table of wind power levels.

Power of the wind (level) Evaluation criteria
[0, 2] 5
(2, 3] 4
(3, 4] 3
(4, 5] 2
(5, 6] 1
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K1 � 0.7 and K2 � 0.29 are obtained. .e expression of the
combination model is Q� 0.71 Q1+ 0.29 Q2.

.en, the error rates of the neural network model,
multivariate regression model, and combination model are
obtained. Table 12 (the monthly summary sales) shows that
the error rate of the combined model is generally less than
that of each model; that is, the accuracy is higher than that of
the other two models, with the overall error level being less
than 10%.

After examining the accuracy and stability of the
model, using formulas (3) and (4), we can obtain the
replenishment quantity of the cold medicine.

4. Results and Discussion

4.1. Drug Replenishment Process. Refer to [23], the phar-
macy replenishment process is shown in Figure 3. .e
wholesale association that manages pharmacies pays

Table 7: Correlation analysis.

Incidence of the disease Suitable for going out Population mobility Promotion Daily sales
Incidence of Pearson correlation 1 0.091 0.066 0.135 0.808
the disease Sig.(one-sided) 0.007 0.038 0 0
Suitable for Pearson correlation 0.091 1 − 0.129 − 0.019 0.322
going out Sig.(one-sided) 0.007 0 0.306 0
Population Pearson correlation 0.066 − 0.129 1 − 0.04 − 0.174

Sig.(one-sided) 0.038 0 0.139 0
Promotion Pearson correlation 0.135 − 0.019 − 0.04 1 0.238

Sig.(one-sided) 0 0.306 0.139 0
Daily sales Pearson correlation 0.808 0.322 − 0.174 0.238 1

Sig.(one-sided) 0 0 0 0

Table 8: Importance of independent variables.

Importance Importance of standardization (%)
Incidence of the disease 0.382 100.00
Suitable for going out 0.220 57.70
Population mobility 0.175 45.70
Promotion 0.223 58.40

Table 9: Model summary.

R R2 Adjustment R2 Standard estimation error
Model 0.877 0.769 0.768 1.217

Table 10: Anovaa.

Square sum df Mean square F Sig.

Model
Regression 3576.476 4 894.119 604.004 0.000e
Residual 1074.712 726 1.48
Total 4651.187 730

Table 6: Numerical table of population mobility.

Population mobility Evaluation criteria
Spring Festival, National Day 3
New Year’s Day, Ching Ming, Labour Day, Dragon Boat Festival, Mid-Autumn Festival 2
Rest of the time 1

Table 5: Numerical table of the air pollution indexes.

Air pollution index Evaluation criteria
[0, 50] 5
(50, 100] 4
(100, 200] 3
(200, 300] 2
(300, +∞] 1
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attention to the drug balance information of the phar-
macies in real time. If the number of drugs is higher than
the replenishment point, then replenishment is unnec-
essary. When the number of drugs is lower than the
replenishment point, an alarm is automatically sent to the
wholesaler for replenishment. Artificial intelligence
technology exists inside the information system. .e
intelligent calculation of the replenishment amount is
then carried out by the staff to pick up the goods
according to the replenishment amount and arrange the
goods to depart the warehouse. .e drugs are then de-
livered to pharmacies that need to be replenished to
complete the pharmacy replenishment process. .en, one
goes to the next replenishment point and repeats the
above steps, thus restarting the drug replenishment
services cycle.

4.2.Model Simulation Results. In order to test the accuracy
and error of the model, this article uses the 2018 data of a

cold medicine in one pharmacy. At the beginning of the
first day of 2018, the inventory of this cold medicine in the
store was the same as the inventory limit, which was 130
boxes. .en, the simulation starts. Other known condi-
tions are the same as those set in the previous chapter. By
comparing the real data in 2018 with the replenishment
data obtained by simulation, the results are shown in
Figure 4 and Table 13.

Figure 4 reflects the comparison between the real data
and the simulation data of the drug replenishment
quantity in 2018. It can be seen from the figure that the
drug replenishment quantity varies greatly in different
seasons. Compare the real data and the model fitting data.
It shows that the time with large errors is concentrated on
the replenishment quantity in late January and early
February, as well as in September and October. .e
forecast accuracy rate at other times is relatively high.
From the error rate of the data in Table 13, the overall
error is not very large. .e absolute value of the error
during each replenishment period does not exceed 20%,

Table 12: Error rate of the model.

Month-
year

Actual
value BPNN Regression Combine Error rate (BPNN) (%) Error rate (regression) (%) Error rate (combined) (%)

Jan-16 251 236 247 239 − 6 − 2 − 5
Feb-16 235 204 209 205 − 13 − 11 − 13
Mar-16 217 228 228 228 5 5 5
Apr-16 157 140 149 143 − 11 − 5 − 9
May-16 99 91 105 95 − 8 6 − 4
Jun-16 80 87 99 90 9 24 13
Jul-16 83 93 104 96 12 25 16
Aug-16 90 93 116 100 3 29 11
Sep-16 95 87 104 92 − 8 9 − 3
Oct-16 149 126 115 123 − 15 − 23 − 18
Nov-16 199 170 168 169 − 15 − 16 − 15
Dec-16 256 219 221 220 − 14 − 14 − 14
Jan-17 245 210 218 212 − 14 − 11 − 13
Feb-17 222 220 226 222 − 1 2 0
Mar-17 195 204 205 204 5 5 5
Apr-17 140 149 159 152 6 14 9
May-17 90 89 102 93 − 1 13 3
Jun-17 84 88 107 94 5 27 11
Jul-17 86 93 110 98 8 28 14
Aug-17 137 141 146 142 3 7 4
Sep-17 144 156 161 157 8 12 9
Oct-17 145 132 141 135 − 9 − 3 − 7
Nov-17 194 167 173 169 − 14 − 11 − 13
Dec-17 245 241 245 242 − 2 0 − 1

Table 11: Result test chart.

Model
Non-standardized

coefficient Standard coefficient t Sig.
Correlation Collinear

statistics
B Standard error Applicable edit Zero order Partial Part Toler-ance VIF

(N) − 4.192 0.485 − 8.641 0
Incidence of the disease 2.346 0.054 0.782 43.075 0 0.808 0.848 0.768 0.966 1.035
Suitable for going out 1.094 0.087 0.229 12.641 0 0.322 0.425 0.226 0.972 1.029
Population mobilety − 1.122 0.106 − 0.191 − 10.558 0 − 0.174 − 0.365 − 0.188 0.974 1.026
Promotion 2.295 0.321 0.129 7.15 0 0.238 0.256 0.128 0.978 1.023
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and the average error rate is 7% and less than 10%.
Obviously, the prediction accuracy is better. Better
forecast months are June, July, August, November, and
December. .e month with the smallest error is July, and
the premeasured and actual sales quantities are the same.
.e months with the largest errors between forecast and
actual values are the second half of January, March, May,
September, and October. At present, this article speculates
that the main factors affecting the accuracy of sales
forecasts are seasonal changes (alternating seasons) and
the time of holidays because these factors are caused by
sudden changes in drug sales (rapid decline or surge). .e

prediction model cannot quickly adapt to changes in
actual values, and the prediction error is large.

5. Conclusions

A replenishment model is established to reasonably predict
the replenishment quantity of drugs in a pharmacy, which
solves the inventory shortage problem of the replenishment
quantity prediction technology in this paper. For example,
human experience alone determines the amount of drug
replenishment; otherwise, the same amount is used each
time. Specifically, first, the empirical formula is used to
establish the replenishment model, and the safety stock and
replenishment point can be obtained from the known
historical sales data and other known data related to the
replenishment. With the historical inventory turnover rate,
the number of days sold for each replenishment, such as the
next week, two weeks, or a month, is determined. .at
number is then used to forecast the demand over the
coming days when the drugstore inventory is at or below
the replenishment point. .en, the replenishment quantity
is forecast by collecting and processing the known influ-
encing factors and historical daily sales data related to the
sales quantity of the drug, and the BPNN and regression
analysis are used to carry out the regression analysis.
Subsequently, the future demand is forecasted by the
weighted combination model, and the exact replenishment
result is obtained. Finally, the replenishment quantity is
obtained by comparing with the known inventory upper
limit.

BPNN multivariate regression analysis is more reliable
than a single model and has better predictions of the timing
of seasonal changes or sharp changes in sales over holidays.
.is point in the last section for the model forecast accuracy
test also confirmed the accuracy and validity of its forecast
results. .e average error rate of approximately 7% means
that the proposed model can better forecast the future re-
plenishment quantity. It is more suitable for the prediction
of the drug replenishment quantity of a pharmacy, making
the replenishment time more reliable, avoiding the phe-
nomenon of stock shortage or backlogs, and improving the
capital turnover of the pharmacy, thus enabling the

Start

Real-time access to drug surpluses
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Intelligent calculation of replenishment

Select and output product

End

Loading and delivery
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No

Figure 3: Drug replenishment process.

Table 13: Model simulation results.
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pharmacy to use more funds on other hot-selling drugs to
maximize pharmacy profits.

However, this model also has its limitations; it is in-
tuitively that BPNN has better prediction accuracy than the
multiple regression model, but the prediction accuracy of
BPNN is not as good as that of the multiple regression
model when the seasons change. Although the multiple
regression model has the above advantages, the prediction
fitting degree of it is worse than that of BPNN when the
drug demand is stable. .erefore, when the two types of
time prediction models are combined, the prediction
stability is better than that of BPNN but the prediction
accuracy of each month may be not the best, and the
specific limitation is mainly due to the following reasons.
On the one hand, when the sales quantity regression
analysis was conducted in the first phase, it was obtained by
analysing the relationship between the factors that affecting
sales quantity and sales. In some instances, some of the
impact factors are not taken into account, leading to in-
accurate results. Another aspect is that the factors that
affect sales in the future are the results obtained through the
predictions, some of which are based on history and some
on technical analyses conducted by professional organi-
zations. Errors are likely, such as in the prediction of future
weather due to the long duration considered. Inaccurate
phenomena may occur, and certain errors in the conclu-
sions will be reached. If an emergency occurs, it may also
affect the accuracy of the results. For example, due to a
certain virus in a certain year, the number of people in-
fected with the disease will increase, and the amount of
replenishment will not be adjusted in advance by predicting
the incidence rate, which will lead to the prediction. .e
result is far lower than the actual need for replenishment,
which may cause a loss in profits. To prevent this from
happening, this paper proposed, in the visual interface
concept of the model, that the amount of drug resupply be
adjusted by manual floating up and down by no more than
20 boxes to make the premeasurement of resupply closer to
the actual sales quantity to prevent this kind of problem
from occurring.

In addition, this paper has established a model for the
individual drug category in the field of pharmacies. How-
ever, in practice, many kinds of drugs exist. Many times, they
still need to be combined with other drugs. .is situation
needs to be further studied and resolved.

Data Availability

.e data of drug sales and promotion time used in the
experiment are from WangJing store of Beijing Jinxiang
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for prediction. .e other data source is as follows: the ap-
propriate travel data are from the “2345 weather forecast”
website (http://tianqi.2345.com/); incidence rate data are
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data are from “China government network” (http://www.
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