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With the rapid development of artificial intelligence technology, multitasking textual translation has attracted more and more
attention. Especially after the application of deep learning technology, the performance of multitask translation text detection and
recognition has been greatly improved. However, because multitasking contains the interference problem faced by the translated
text, there is a big gap between recognition performance and actual application requirements. Aiming at multitasking and
translation text detection, this paper proposes a text localization method based on multichannel multiscale detection of the largest
stable extreme value region and cascade filtering. *is paper selects the appropriate color channel and scale to extract the
maximum stable extreme value area as the character candidate area and designs a cascaded filter from coarse to fine to remove
false detections. *e coarse filter is based on some simple morphological features and stroke width features, and the fine filter is
trained by a two-recognition convolutional neural network.*e remaining character candidate regions aremerged into horizontal
or multidirectional character strings through the graphmodel.*e experimental results on the text data set prove the effectiveness
of the improved deep learning network character model and the feasibility of the textual implication translation analysis method
based on this model. Among them, the text contains translation character recognition results prove that the model has good
description ability. *e characteristics of the model determine that this method is not sensitive to the scale of the sliding window,
so it performs better than the existing typical methods in retrieval tasks.

1. Introduction

It is a very challenging topic to detect the text contained in
multitask translation, instead of traditional scanning paper,
business cards, ID cards, etc., and it also has high application
value [1, 2]. It is a lot of computer applications based on
vision. Text belongs to relatively high-level semantic in-
formation in visual information, and it plays a great role in
the understanding of the translation content contained in
the text [3]. In addition to traditional pixel, color, and
structural features, text information also has clear and
targeted semantic information. In the field of computer
vision, in addition to some low-level features such as texture,
edge lines, corner points, etc., it is more important to de-
scribe text information by combining high-level semantics
with low-level features. *ere is a large amount of text in-
formation in multitask implication translation, and these
kinds of text information play a very good supplementary

role in the expression of the translation content of the text
implication [4]. If the text information content can be ob-
tained from the multitask implied translation text, the text
can be understood in higher semantics.

Text recognition extracts text features after preprocessing
the text and recognizes the text information in the text based
on these features, so as to provide some necessary semantic
information for text analysis and environmental perception
[5]. Compared with text positioning and segmentation, there
is less attention to recognition, mainly because the current
optical character recognition (OCR) recognition technology
is very mature. Many researchers send the results of posi-
tioning and segmentation directly into OCR software for
recognition after some preprocessing [6]. *e expected goal
can basically be achieved. At present, it is mainly divided into
two categories, one is to recognize through OCR software,
and the other is to use some search strategies to directly
detect candidate characters in the text and then combine with
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graph matching or some discriminant models. For example,
the CRF model completes the recognition of candidate
characters [7]. Relevant scholars extract SIFT features from
the collected text, then directly compare them with the
template characters in the dictionary set, and then use voting
criteria and geometric verification methods to modify the
comparison results to obtain the final recognition result [8].
Researchers use Gaussian filters or basic scales and rough
scales to improve HOG features, extract improved HOG
features from the collected text, and combine some recog-
nizers to recognize characters in the text [9, 10].*e accuracy
of text segmentation will directly affect the accuracy of text
recognition. Text segmentation technology is also an im-
portant part of multitask translation text recognition. Text
segmentation refers to separating characters one by one from
the positioned text line. *e text segmentation technology of
multitask containing translated text mainly involves two
contents: separating text and background, and segmenting
text lines. Multitasking implies that the key content of
translation text segmentation is the separation of text and
background [11]. *ere are two main types of text line
segmentation techniques. *e first category is based on
connected domain segmentation or projection method
segmentation. *e technical core of this type of method is
that a single character is basically a connected area, and there
is often a character spacing between different characters, and
the text is divided into single characters [12]. *e second
category is the use of recognized character segmentation
methods. *is type of segmentation method divides the text
line into individual characters through the language char-
acteristics of the characters [13]. *e sliding window
mechanism is adopted to divide the text line into multiple
character combinations, and the recognition result is used to
find the most reasonable dividing line. However, the same
prerequisite for these two types of segmentation methods is
the need to separate the text line from the background [14].
*e recognizers used for character recognition include
structural feature-based recognizers, support vector ma-
chines, convolutional neural networks, random forests, and
AdaBoost recognizers [15, 16]. Similar to the extraction of
structural features, the recognizer using structure is formed
on the basis of structural features [17].*is type of recognizer
is characterized by high accuracy and poor robustness. *e
recognition model of support vector machine is still used
very frequently in recent research. *e main reason is that
SVM has good effects on pattern recognition, regression
problems, and feature selection. Compared with other rec-
ognizers, it has better robustness. *e convolutional neural
network recognition model has super high accuracy in
recognition problems, which can be said to open a new
journey of artificial intelligence [18]. *e random forest
model is not very common in recognition and recognition,
but as a representative of strong recognizer, it has strong
recognition ability [19]. Its core lies in multiple decision trees
to make judgments without overfitting. *e AdaBoost rec-
ognizer is also one of the commonly used strong recognizers
[20]. Combining the description of multiple features, each
weak recognizer is voted by voting to obtain a higher ac-
curacy rate.

Different from traditional text documents, multitask-
ing implies that the translated text has the characteristics
of different font shapes and colors, complex and
changeable backgrounds, and numerous interferences. In
this paper, combined with deep learning technology, the
traditional multitask implication translation text detection
method is improved, and a multitask implication trans-
lation text detection method based on multichannel,
multiscale, and cascade filtering is proposed. We extract
the maximum stable extreme value area as the character
candidate area under the appropriate channel and scale. A
cascaded filter from coarse to fine is designed to remove
false detections. *e coarse filter is based on some simple
morphological features, and the fine filter is performed by
a well-trained two-recognition convolutional neural net-
work. *e remaining character candidate regions are
merged into character strings through a graph model.
Experimental results show that this method can effectively
model characters. *e model is a production model, and
the inherent advantages of the production model make it
perform well in retrieval tasks. In addition, because the
model is based on local features and independently de-
scribes the structural characteristics of characters, the
model has more obvious performance advantages in
structural characters.

*e rest of this article is organized as follows. Section 2
discusses related theories and technologies. Section 3 builds
a deep learning network model based on multichannel,
multiscale, and cascade filtering. Section 4 analyzes the
experimental results. Section 5 summarizes the full text.

2. Related Theories and Technologies

2.1. Machine Learning. Among the big concepts of artificial
intelligence, machine learning is the most commonly used
and widely used. *ere are three main research directions in
artificial intelligence: the semiotic school that tries to sim-
ulate the human mind, the connection school that simulates
the brain structure, and the behavior school that simulates
human behavior. *is corresponds to three different re-
search results: knowledge representation, neural network,
and intelligent robot.

Machine learning is divided into three methods: su-
pervised machine learning, unsupervised machine learning,
and semisupervised machine learning. *ey are different in
principle and structure, and their characteristics are also
different. Supervised learning is a common technique widely
used in neural network training. Supervised learning needs
to learn a function (model parameter) from a given training
data set. *e purpose is that when there are new input data,
the supervised learning network can predict the output data
result based on the trained model parameters. Compared
with supervised learning, the input data of unsupervised
learning are not labeled, and the sample data category is
unknown, which means that it is not possible to train a
model parameter that can be used to predict the result like
supervised learning, but it needs to be based on the input
data. *e similarity identifies the sample set. Unlike su-
pervised learning, which has its own training set and test
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samples, unsupervised learning needs to find the distinction
between classes in the only input data.

Compared with the above two learning methods, the
main application scope of semisupervised learning is slightly
different. It is mainly applied to the situation where the input
data have a small part of the identification mark, and most of
the data are not marked, but they do not meet the re-
quirements of manual marking. *erefore, when using
semisupervised learning, the core idea is to design a specific
query algorithm to query part of the data according to some
specific conditions and ask experts to mark it and finally use
the queried sample data for identification.

In supervised learning, the more training samples, the
more accurate feature values can be extracted. In other
words, the more training samples, the better the final result.
At this stage, most applications in the AI field are still based
on supervised learning. Unsupervised and semisupervised
learning need to be further developed.

2.2.ArtificialNeuralNetwork. Artificial neural network is an
important method for realizing machine learning. Although
it has been proposed for many years, researchers around the
world are still constantly innovating and constructing new
structures and algorithms to achieve the goal of better re-
alization of artificial intelligence.

Artificial neural network is a network composed of a
large number of structural connections similar to neurons.
During the construction process, the field of artificial in-
telligence is organically combined with modern biology and
modern neuroscience, and it simplifies the basic charac-
teristics of the human brain. Biological neurons are the most
basic unit of brain tissue, including the body, axons, den-
drites, synapses, and other parts.When there is a signal input
from the outside world, the excitement is transferred from
the synapse to the dendrites, analyzed by the body cell, and
transmitted along the axon to the next neuron cell. Similar to
biological neurons, artificial neurons are also the most basic
component of artificial neural networks, as shown in Fig-
ure 1. When there is an excitement or inhibition signal input
from the outside, it will be analyzed by a weighted function
that has the effect of the cell body. If the output exceeds the
threshold, the excitement or inhibition signal will be
transmitted to the next layer of artificial neurons.

*e artificial neural network has three elements, namely,
the neuron characteristics of the network model, the to-
pology structure, and the training rules. Once these three
elements are determined, a specific artificial neural network
model is also determined. *e neuron model mentioned
above is the basic unit of the artificial neural network, and
the neuron characteristics are unique to the neuronmodel. It
contains three basic elements, namely, a set of connection
weights, a summation unit, and a nonlinear activation
function.

*e neural network structure is composed of a large
number of neurons, which is the main difference between
different neural networks. From the connection method, it is
mainly divided into two types: feedforward neural network
and feedback neural network. *e feedforward neural

network is a widely used neural network. Its neurons are
arranged hierarchically, the neurons between layers are
connected to each other, and the neurons in the same layer
are parallel and unconnected and are divided into input
layers according to the functions of the input layer and
hidden layer. *emain function of the input layer is to input
external data and transmit the input data to one or more
hidden layers for processing; after the hidden layer pro-
cessing, data with more distinctive features are transmitted
to the output layer as output data for the next step data
processing. Generally speaking, the single hidden layer
structure is the most common; the three-layer or four-layer
network occasionally appears, mainly for special data pro-
cessing, and the more layer structure is generally not done
due to problems such as processing time and low efficiency
use. *e feedback network is different from the feedforward
network. In its structure, any two neurons may be con-
nected, and each neuron can perform the task of input and
output. *e input data are passed through each neuron in
the network.

*e training rules of neural networks can generally be
called learning methods, which are mainly divided into the
three learning methods mentioned above. Each has its ad-
vantages and disadvantages, but the purpose is to achieve the
purpose of processing data by adjusting its own parameters
according to a certain predetermined measurement.

Compared with traditional computers, artificial neural
networks have certain advantages in processing information
and input data.

2.2.1. Parallelism. Compared with the serial method used by
traditional computers, the neurons of the artificial neural
network are connected in parallel, which greatly improves
the computing power and efficiency.

2.2.2. Self-Organization. Different from the traditional
computer processing system, the neural network can con-
tinuously adjust the parameters of its own network in the
process of processing data and finally achieve the goal of
maximizing efficiency.

2.2.3. Robustness and Fault Tolerance. In a neural network,
all parameters are distributed among each neuron. Once a
neuron has a fault problem, it will only reduce the per-
formance and processing efficiency of a part of the network
and will not paralyze the entire network.

2.3. Convolutional Neural Network. Convolutional neural
network is currently the most widely used deep learning
network. It was first used in handwriting recognition and
achieved very good results. Compared with other ordinary
neural networks before, the convolutional neural network
contains a feature extractor composed of a convolutional
layer and a subsampling layer. In each convolutional layer,
all neurons in each feature plane share weights, that is, the
convolution kernel of the convolutional layer. In the process
of training the network, the weight value changes from small
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to large, and finally, a value suitable for data feature ex-
traction will be obtained, and neurons in the same layer
share this value, thus reducing the connection between
different layers.

Convolutional neural networks include input layer,
convolutional layer, pooling layer, fully connected layer,
and output layer. Among them, convolutional layer,
pooling layer, and fully connected layer are generally
collectively called the hidden layer, as shown in Figure 2.
*e main function of the convolutional layer is to extract
the features in the input data, and through self-learning to
control the parameters in the convolution kernel to ex-
tract the feature values, the weight sharing method greatly
reduces the number of parameters and ensures the
sparsity of the network. *e function of the pooling layer
is to reduce the dimensionality of the output data output
by the convolution kernel, so that its size can be reduced
while retaining the complete data features; the fully
connected layer mainly plays a role of recognition and
combines the features in the input data completely to the
output layer.

2.3.1. Convolutional Layer. *e convolutional layer is
composed of multiple convolutional units. It is the core of
the convolutional neural network, which is responsible for
extracting the characteristics of the input data. It is also the
realization part of the main idea of the convolutional neural
network [21–23]. *e convolutional layer obtains the feature
value of the input data by convolution operation on the
input information and outputs it after subsequent opera-
tions. Among them, the convolution kernel plays an im-
portant role as the core component of the convolution layer.

If the activation function part is ignored, the processed
output data of each layer are a linear mapping of the input
data. No matter how many convolutional layers are
superimposed, the final output data are a linear mapping of
the original input data. *e result of the hidden layer in the
middle is consistent, and the function of extracting feature
values is lost.

2.3.2. Pooling Layer. *e pooling layer is also called the
downsampling layer and is usually used after the convolu-
tional layer. *rough the role of the convolutional layer, the
size of the input data will greatly increase and it is difficult to
perform the next operation [24, 25]. *e purpose of the
pooling layer is to reduce the size of the large-size data
output from the convolutional layer, thereby reducing the
parameters of the fully connected layer.

*ere are two main ways of pooling: maximum pooling
and average pooling. *e maximum pooling method is to
take the maximum size value of the input data as the size
value of all output data, and the average pooling method is to
take the average value. After the effect of the pooling layer,
the number of parameters in the output data will be sig-
nificantly reduced compared to the input data, and the
feature values will remain unchanged, preventing
overfitting.

2.3.3. Fully Connected Layer. *e fully connected layer
generally appears in the last few layers of the structure. *e
neurons in this layer are connected to the neurons in the
upper layer. *e purpose is to integrate the local feature
information obtained in the convolutional layer and the
pooling layer.

2.4. Deep Residual Network. *e residual network is similar
to the convolutional neural network in the network struc-
ture, with the basic input layer, hidden layer, and output
layer, as shown in Figure 3. However, unlike the convolu-
tional neural network, the hidden layer of the residual
network has a basic structure unique to the residual network,
that is, the residual block. It consists of two convolutional
layers and a pooling layer and other structures, which are
connected using shortcuts. *e input data can be processed
in the convolution branch, and the other pooling branch
directly transmits the input data to the output data. *e real
output data are obtained by adding up the outputs of the
persons, which are output through the fully connected layer.
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Figure 1: Neuron model structure.
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Compared with the traditional network, the training
goal of the residual network has changed. *e original
input data x are added to the original f (x). *is is also the
most basic idea of the ResNet network. Reflected on the
data, the characteristic value of the input data is still
retained in the output data after a residual structure.
Traditional convolutional networks will have the problems
of gradient disappearance and network degradation when
information is transmitted, resulting in the inability to
continue training when the network structure is too deep.
In order to solve this problem, ResNet directly takes the
input information as part of the output information and
retains the integrity of the characteristic information of the
input information.

3. Deep Learning Network Model Based on
Multichannel, Multiscale, and
Cascade Filtering

3.1. Extraction of Character Candidate Regions Based on
Multichannel and Multiscale. Multitasking implies that the
color or gray-scale intensity between characters in a
translation picture is often different, but for a single char-
acter, its gray-scale intensity or color is generally uniform,
and the intensity difference between the background and the
character is very large, so each character can be considered as
a MSER, so MSER can be extracted as a character candidate
area. However, MESR is based on pixel-level operations, so it
is very sensitive to noise or damage to a single pixel. For a
text detection system based on the connected component
analysis method, the primary goal is to detect as many real
character regions as possible, because it is difficult to recover

previously lost characters in the subsequent processing.
Here, we set the threshold Δ of MSER to a minimum value of
1, so that it can cope with various challenging situations as
much as possible. Although a low threshold will introduce a
large number of false detections, it makes the detector robust
enough to detect various challenging characters, thereby
ensuring a high character level recall rate and further en-
suring the word level.

Traditional MSER detection is mostly for gray-scale text.
*e gray-scale channel is the weighted sum of color tones.
When extracting character candidate regions under this
channel, due to the various interferences in translation
contained in multitasking, it is more robust difference. *e
contrast of some characters under the gray channel is rel-
atively low, which is prone to false detection, missed de-
tection, and incompleteness.

In the multitask implicit translation text, there are in-
evitably some special characters, such as large fonts, bitmap
fonts, and low-contrast characters. *ese characters are
difficult to use the MSER detector to extract complete
characters at the original scale. In addition, due to low Δ
value, a larger character is easily divided into several parts.
For this reason, we propose to detect MSER as a character
candidate area at a scale of 0.125 times. *is method can
effectively converge on the segmented areas and deal with
lower contrast and translucent characters. In proportion, the
detection speed at small scales is very fast, and the com-
putational complexity will not increase too much. At a small
scale, due to the scaling, the color of the characters becomes
more uniform and the originally separated parts will merge
together, which greatly reduces the influence of factors such
as nonuniform illumination.
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3.2. Coarse Filtering Based on Morphology. After multi-
channel, multiscale, and low Δ MSER detection, a large
number of character candidate regions are obtained, which not
only contain text regions but also introduce many false de-
tections. Since the difference between most characters and the
background is very large, a coarse filter can be designed
according to the simplemorphological characteristics ofMSER
and the stroke characteristics of characters, which can quickly
and effectively filter out a large number of false detections.

As a supplement to the preliminary coarse filtering based
on simple morphological features, this paper additionally
introduces features such as stroke width and coefficient of
variation for further coarse filtering. For a character, the
change in its stroke width is generally relatively small, but
the stroke width in the background area will have a larger
change. A character can be approximated by sliding a brush
with the width of its stroke along its skeleton. *erefore, we
can approximate the stroke width and coefficient of variation
by extracting the skeleton of the character candidate region.

*e calculation formulas for approximate stroke width
w, stroke width variation coefficient z and skeleton color
distance d are as follows:

w �
2
n



n

i�1
xi,

z �
1
n


n−1
i�0 w − 2xi( 

1/2

w
,

d �


n−1
i�0 ciB + ciG + ciR( 

2(n − 1)
.

(1)

Among them, n represents the number of character
skeleton pixels and ciR, ciG, and ciB represent the intensity
values of skeleton pixel i on the three color channels of R, G,
and B, respectively. Based on experience and a large number of
tests on the ICDAR2013 training set, the threshold of s is set to
less than 0.25 h, where h represents the height of the character
candidate area. For the R channel, its v is set to be less than
0.77, and the other channels are set to be less than 0.41. Setting
appropriate thresholds for features such as stroke width and its
coefficient of variation can effectively perform further coarse
filtering on the remaining character candidate regions.

Since MSER is extracted under different channels and
different scales, it is inevitable that many real characters or
backgrounds will be repeatedly detected. Even after the
abovementioned rough filtering, there will still be a large
number of repeated character candidate regions will be
retained. *erefore, we need to remove the repeated char-
acter candidate regions. *is step will not only reduce the
burden of the subsequent fine filter recognizer but also speed
up the positioning. If the overlap ratio between any two
character candidate regions is greater than 87%, they are
considered to be repeated character candidate regions.

3.3. Fine Filtering Based on Convolutional Neural Network.
In this section, we train a powerful two-recognition text/
background convolutional neural network (CNN)

recognizer to further filter out false detections that are
difficult to remove by coarse filtering.

*rough local perception, local information of the input
text can be obtained. *ese local features will appear re-
peatedly in the text. For example, certain strokes and in-
flection points of the text may appear in different characters.
Because of this principle, the features of the local area can be
used in all positions of the entire picture. CNN uses this
principle to use the same local connection weights in dif-
ferent positions of the text; that is, the connection weights
between all neurons in each layer and the neurons in the
previous layer are the same. *is is weight sharing, which
can further reduce the parameter number.

Due to local perception and weight sharing, a convo-
lution kernel generally can only extract one feature. To solve
this problem, convolution kernels with different weights are
designed to extract different features in the text. For ex-
ample, for the same person, the feature maps extracted by
different convolution kernels are different. Some have a high
response to the head, while some have a higher response to
the torso.

In machine learning, the difference between the result
predicted by the model and the actual label is called the cost
function. *ere are many ways to get the minimum value of
the cost function, and the most commonly used is the
gradient descent method. *e gradient descent method
calculates the current gradient of the parameter each time,
then advances the parameter a short distance in the opposite
direction of the gradient, and repeats this until the final
gradient is close to zero. At this time, the parameters ob-
tained by the model generally just make the cost function
take the minimum.

Using gradient descent method to learn parameters, for
the entire data set, the cost function is

J(W, b) � 0.5δ 
w

i�1
W

2
i +


m−1
i�0 J(W, b; x, y)

m − 1
. (2)

Among them, the right term represents the mean square
error between the predicted value of the model and the
sample label, and the remaining term represents the regu-
larization term, which is used to prevent overfitting. Among
them, δ represents a compromise parameter between the two
items. In order to make the cost function J (w, b) obtain the
minimum value, we require the partial derivative of the cost
function and then use the gradient iteration method to
obtain the local minimum:

W � −θ
z

zWij

J(W, b) + Wij,

b � −θ
z

zbi

J(W, b) + bi.

(3)

θ represents the learning rate (i.e., step size). *e rec-
ognition effect of the nonlinear recognizer depends on a
large extent on the number and quality of training samples
and the distinguishing features extracted from these sam-
ples. In multitasking implicitly translated images, since the
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number of nontext backgrounds is much larger than the text,
if the data set is designed according to this ratio, it will lead to
overfitting, and if the data set is set at a one-to-one ratio, it
will lead to insufficient training. To solve this problem, we set
an unbalanced data set with a text/nontext ratio of one to
two to train the CNN network.

*e backpropagation algorithm includes two parts,
forward propagation, and backward propagation. *e es-
sence of the above formula is to convert the partial derivative
of the overall loss function into the sum of the partial de-
rivatives of the single sample loss function. *e back-
propagation algorithm can effectively calculate the partial
derivative of the loss function of a single sample. For a
certain sample, in the forward propagation, each neuron
node will calculate the weighted sum of all its connected
nodes and then use the nonlinear function to input to the
next layer. *is is passed backward, and finally the residual
between the output result and the actual result of the sample
is calculated in the output layer. *en, the chain rule is used
to calculate the derivative of the residual relative to the
output of the previous layer. Using back propagation can
effectively reduce the complexity of operations.

Based on the trained two-recognition text/background
CNN recognizers, the coarsely filtered character candidate
regions can be finely filtered. Only in the channel with higher
contrast can the character candidate region be extracted
better. Recognition also requires better contrast. In order to
ensure the accuracy of recognition, you keep the character
candidate region input to the CNN second recognition
model in its extraction channel. However, if the character
candidate area is directly zoomed and then input into the
CNN second recognizer, errors will occur in some cases. For
example, for the characters “I” and “-,” if their scale is simply
scaled to 32× 32, they will all become solid squares. Al-
though they belong to completely different characters, they
will all be considered as misdetected and discarded. In order
to solve the abovementioned problem, the surrounding area
of the character candidate area is expanded by 0.1 times its
height to introduce context information, and then it is
scaled, which can effectively avoid this problem. Using this
carefully trained two-recognition CNN recognizer, the
remaining indistinguishable background part after coarse
filtering can be effectively filtered out.

3.4. String Synthesis and Filtering. Words contain higher
semantic information than characters, so the characters
must be combined into a string. We use morphological
features and geometric position to find neighboring char-
acter candidates, then use graph models to cluster these
neighboring character candidates into words or text lines,
and further remove false detections. *is method adds
features such as stroke width and skeleton color distance. In
addition, different parameters are set for some of the same
features. In the graph model, the character candidate regions
without adjacent characters are discarded because they are
likely to be noise, which can further improve the accuracy.

While extracting the MSER, we can extract the ellipse
fitting with the same standard second-order central moment

as the MSER. *e angle between the long axis of the ellipse
fitting and the x-axis is regarded as the direction of the
MSER, that is, the approximate tilt direction of the character.

For the synthesis of multidirectional character strings,
the restriction rules are the same as those of the horizontal
direction string synthesis, with additional character direc-
tion restriction added.

We search for adjacent character candidates according to
the above rules, also use the graph model to cluster the
adjacent character candidate regions, keep the clusters with
more than two character candidate regions, and then use the
smallest area rectangle as the final text detection box. In text
detection, the direction of the character string can be ob-
tained at the same time, that is, the angle between the long
axis of the minimum area rectangle and the horizontal
direction.

4. Experimental Results and Analysis

4.1. Model Learning Experiment. An effective character
model is the basis for character recognition and positioning.
Based on the character text samples in the Char 74k data set,
this section conducts character model training and examines
the convergence and execution efficiency of the algorithm in
the learning process. Since the input of the learning algo-
rithm is a collection of local features, the local feature de-
tection and description algorithm used does not have a
strong relationship with the nature of the learning
algorithm.

In order to make the demonstration clearer, the mixed
model is not used in this section, that is, the number of
submodels in the model is set to 1, and the number of
Gaussian kernels corresponding to each part is also set to 1.
In the initialization process, in order to avoid the influence
of the initial value of the hidden variable P (H), the initial
value of the occurrence probability of the event in the setH is
set to an even distribution.

Based on the above parameter settings, the EM learning
algorithm for improving the deep learning network char-
acter model is implemented in the Matlab environment.
Specifically, 100 character samples are used in the learning
process, and the number of local features contained in each
sample is between 6 and 20 (selected).*e character model is
trained on a dual-core PC with a main frequency of 2.7Ghz.
*e maximum number of iterations is set to 60 times, and
the average training time is 212.1 seconds. In the course of
the experiment, the change trend of the two indicators, the
average information entropy of the vector P (H) and the
average output (likelihood value) of the model on the
training samples, is examined in the iterative process. Fig-
ure 4 shows the change trend of the values of the above
variables with the number of iterations during the model
process of training the character “F.”

Figure 4 shows that the algorithm tends to converge after
about 10 iterations and reaches the exit condition after 60
iterations. Among them, the average information entropy of
the probability P (H) decreases with the increase of the
number of iterations and converges to a minimum after a
certain number of iterations. *is phenomenon means that
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with the progress of the algorithm, the certainty of the
hidden variable increases continuously; that is to say, the
probability P (H) changes from an average to a combination
of one or several local features. At the same time, the
likelihood value of the model on the training sample de-
creases with the number of iterations. When the hidden
variable P (H) converges, the likelihood value also converges
to a minimum value. *e above results prove that the
learning algorithm can converge on the training samples,
and the convergence is the basis for the effectiveness of
model learning.

4.2. Character Detection Experiment. *is section uses an
improved deep learning network model for character de-
tection in text translation. *e experimental data used in-
clude ICDAR 2003 and Char 74k test set. Among them, the
Char 74K data set contains English characters in the textual
implication translation, including 312 textual implication
translations. Figure 5 shows an example of textual trans-
lation character detection.

On the basis of the above data, we added that the data
used in the final test with incomplete information included
354 English words and 1917 characters. Due to the limitation
of the data, all 62 types of characters are not included in the
above data. Figure 6 shows the number distribution of each
type of character in the experimental sample.

Since the content of the translation contained in the text
is more complex, the number of local features m obtained is
often relatively large, and it is still computationally difficult
to directly find a match with a larger likelihood in the text. In
order to improve computational efficiency, we use a mul-
tiscale sliding window similar to PLEX+ ICDAR to scan the
target text in this section. In addition to filtering local
features, we also use the ratio of the scale of the local feature
to the window size to eliminate the local features that do not
need to be considered at the current scale.

Figure 7 shows the F-score of each type of character in
ICDAR 2003 and Char 74k based on the improved deep
learning network character model and the random based
method. *e results in Figures 7(b) and 7(a) show that the
performance of the method based on the improved deep

learning network model on the recognition task is higher
than the method based on the random synchro, and its
performance in the retrieval task is better than the method
based on the random synchro method.

From the experimental results, the reason why the
partial-based model has better performance in retrieval tasks
is that the model is not sensitive to the scale changes of the
sliding window. Because the method based on randomiza-
tion uses global features, the size of the sliding window is
very high. In addition, characters have a strong structure, so
they are easier to find in the detection process based on local
saliency, and the improved deep learning network model has
better handling of occlusion. *ese reasons all ensure that
the method based on the improved deep learning network
model has better results in the detection process. Corre-
spondingly, in the recognition task, since the accurate
boundary of the character has been obtained, the method
based on the improved deep learning network model lacks a
discriminative learning process, and the accuracy rate is low.
Based on the above situation, it can be concluded that the
partial-based model is more suitable for the candidate
character detection process of the integrated method, and
the method based on the global feature is suitable for the
recognition phase of the staged method.

4.3. Character and Word Recognition Experiment. *is
section conducts the textual implication translation char-
acter recognition experiment, comparing the textual im-
plication translation character recognition method based on
the improved deep learning network model with several
typical recognition methods, and mainly examines the
discriminative ability of the model. *e performance eval-
uation of different methods uses the average accuracy rate on
all test samples.

*e data used in the experiment include Char 74K and
ICDAR 2003 data sets. Among them, the Char 74K data set
contains a total of 7705 text samples in 62 categories, and the
ICDAR 2003 data set contains 11,615 samples. *e character
categories include English characters (A∼Z, a∼z). In the
above experimental data, some character classes in the
ICDAR 2003 data set have insufficient samples. In this
regard, artificial samples are generated by adding noise and
distortion to the original samples to supplement the number
of samples. During the experiment, the abovementioned
character samples were segmented from the textual impli-
cation translation according to the labeling information, and
each sample had a clear category label.

In the process of character model training, a mixed
character model is used, and each model contains 3 sub-
models (experience values). Due to differences in the
complexity of character classes, the number of parts n in the
submodel also varies with different classes. In order to avoid
the learning algorithm from falling into the trap of local
extremum, randomness is introduced by randomly initial-
izing the initial value of the hidden variable P (H) in the
training process.

Under the abovementioned parameter settings, the
model with the best effect is selected by the verification set
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Figure 4: Trend chart of average information entropy and like-
lihood value with increasing number of iterations.
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for character recognition experiments. *e experimental
results are shown in Figure 8.

*e results in Figure 8 show that the accuracy of the
recognition of translated characters in text based on the
improved deep learning network model is better than other
methods. *e main reason for this phenomenon is that the
improved deep learning network is a production model and
includes discriminative learning in the model learning
process, so the classification ability is relatively strong.
*erefore, in the recognition task of segmented isolated
characters, the advantages of methods based on improved
deep learning network character models are more obvious.

On the basis of isolated character recognition, we re-
alized word recognition based on the graph structure
method and compared the improved deep learning network

character model with other typical methods. In the com-
parison process, because different methods use different
enhanced information to improve the accuracy of recog-
nition (such as the binary relationship between characters,
etc.), in the experiments in this section, we do not use the
above information to obtain a fair evaluation result. Among
them, the predetermined vocabulary of data is obtained by
learning from data samples.*e results in Figure 9 show that
the accuracy of the comparison method is not much dif-
ferent without additional information. *e improved deep
learning network character model performs better in word
recognition tasks than the PLEX+ ICDAR and HOG+RBF
methods.

Comparing the result of word recognition with the result
of character recognition, it can be found that the

Figure 5: An example of textual translation character detection in the Char 74k dataset.
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Figure 6: Distribution of the number of character classes in the sample.
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Figure 7: Experimental results of character detection in textual implication translation: (a) comparison of the method based on the
improved deep learning network model and the method based on random on the Char 74k test set; (b) comparison of the method based on
the improved deep learning network model and the method based on random on the ICDAR 2003 test set.
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performance of the improved deep learning network model
in the word recognition task is significantly better. *is is
mainly due to the introduction of priori knowledge of the
language, which has greatly improved the overall recogni-
tion accuracy and at the same time concealed the differences
between the basic character classifiers to a large extent. In
addition, the performance of the improved deep learning
network model is better than that of the PLEX+ ICDAR
method. *e reason is that it is not sensitive to the scale of
the sliding window and can more accurately locate the
characters in the text.

5. Conclusion

*is article introduces a multitask implication translation
text localization method combining multichannel multiscale
MSER and coarse-to-fine cascade filtering. *e MSER is
extracted as the character candidate area under different
channels and scales, thereby effectively detecting most of the
characters in the text. Using the morphological character-
istics of the characters and the approximate width of the
strokes and their changes for coarse filtering, a large number
of false detections can be quickly removed, and then the

character candidate area is removed. *e CNN network fine
filters the remaining character candidate regions. After
cascading filtering from coarse to fine, most of the false
detections can be effectively removed. *e geometric posi-
tion features between the remaining character candidate
regions are used to find the neighboring character candi-
dates, and the graph model is combined to fuse them into
horizontal or multidirectional character strings, so as to
realize the positioning of multitask translation text. In the
translation of complex text implication, it is often difficult to
obtain accurate results from text region detection, which
leads to the performance degradation of the entire text
implication translation analysis system. *is paper proposes
a text analysis method based on improved deep learning
network character model. *e model uses a collection of
local features to describe the entire character and uses a
probability model to model the appearance information and
positional relationship of the local features and then cal-
culate the probability of the appearance of the character.
Compared with the method based on global features, the
improved deep learning network character model is more
flexible and can more effectively deal with the text content
contained in the complex text.
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