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+is paper studies a special scheduling problem under hierarchical management in nurse staff. +is is a more complex rostering
problem than traditional nurse scheduling. +e first is that the rostering requirements of charge nurses and general nurses are
different under hierarchical management. +e second is that nurses are preferable for relative fair rather than absolute fair under
hierarchical management. +e model aims at allocating the required workload to meet the operational requirements, weekend
rostering preferences, and relative fairness preferences. Two hybrid heuristic algorithms based on multiobjective grey wolf
optimizer (MOGWO) and three corresponding single heuristic algorithms are employed to solve this problem. +e experimental
results based on real cases from the+ird People’s Hospital, Panzhihua, China, show that MOGWO does not as good as it does on
other engineering optimization. However, the hybrid algorithms based on MOGWO are better than corresponding single al-
gorithms on generational distance (GD) and spacing (SP) of Pareto solutions. Furthermore, for relative fair rostering objective,
NSGAII-MOGWO has more power to find the optimal solution in the dimension of relative fairness.

1. Introduction

+e shortage of nurses has become a serious problem that
most hospitals have to face in personnel scheduling. In order
to improve the utilization efficiency of nursing personnel
resources, it is necessary to carry out management inno-
vation and put forward a highly prepared roster so as to
bring more contented and thus more effective nursing
services [1]. A wide variety of research studies about nurse
rostering problem (NRP) has been conducted. Burke et al.
[1] and Van den Bergh et al. [2] reviewed 144 and 293
influential articles, respectively, from 1960s to 2012, mainly
concentrating on nurse rostering problem descriptions,
modeling, and solution approaches. However, the com-
plexities in legal regulations, hospital policies and require-
ments, nurse requests, and preferences bring various
difficulties to modeling. A good model structure can help us
build models more completely and faster. De Causmaecker

and Vanden Berghe [3] and Smet et al. [4] developed a
structured model for nurse rostering problem, based on the
notation of α|β|c, which made model more general and rich.
However, the structure of the model is not easy to grasp for
hospital administrators due to the lack of simple and clear
induction of some trivial elements. In order to make the
induction of trivial elements more simple and clear, we have
reconstructed the model structure of NRP, including pre-
modeling condition settings, objectives, and constraints,
which is close resemblance to the above structure of α|β|c, as
shown in Table 1.

Premodeling condition setting (α) is described as ex-
ternal framework or boundary description of modeling,
which can be further subdivided into shift character (S),
cycle character (C), demand character (D), and nurse
character (N). Objective (β) is expressed as the pursuit of
desired results of themodel, which can be further subdivided
into single-objective (SO) and multiobjective (MO).
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Constraint (c) is presented as internal framework or search
space boundary description of modeling, which can be
further subdivided into hard constraints (H) and soft
constraints (S). Hard constraints decide the feasibility of the
roster, while soft constraints determine the quality of the
feasible roster. An ideal objective is to find a feasible roster
with good enough quality.

Management innovation of “hierarchical management”
is another effective way to improve the utilization efficiency
of nursing human resources. +e hierarchical management
of nurses is to classify nurses into different levels based on
comprehensive consideration of their educational back-
ground, professional ranks, skills, and length of employ-
ment. +e most common way of nurse hierarchical
management is to divide nurses into three levels, namely,
head nurse, charge nurse, and general nurse. +e head nurse
is responsible for the running of the nursing work of the
whole department. +e charge nurse is responsible for co-
ordinating the nursing work in the responsible zone. +e
general nurse is responsible for the nursing treatment of
some patients in the responsible zone. Different levels of
nursing personal have both independence and cooperation.
Because the hierarchical management clearly defines the
position responsibilities of nurses at all levels, it ensures the
effectiveness of nursing service and makes nursing more
responsible and careful.+erefore, hierarchical management
contributes to solving the weakness in nonadministrative
nursing quality management and becomes one of the trends
of nursing professional development.

Hierarchical management ensures the quality of hospital
nursing but puts forward higher requirements for nurse
scheduling, especially in the fairness of nurse rostering. Due
to the different job responsibilities and requirements of
nurses at different levels, it is impossible to arrange the same
number of shifts for all nurses, but it is possible to assign the
same number of shifts for the nurses at the same hierarchy.
+erefore, for nurse rostering with hierarchical manage-
ment, we no longer pursue the absolute fairness for all nurses
but pursue the relative fairness of nurse rostering among
different levels and absolute fairness of nurse rostering
within the hierarchy.

+is paper studied a special kind of multilevel nurse
rostering problem (MLNRP). Nurses are divided into three
levels: head nurse, charge nurse, and general nurse. At the
same time, according to their skill qualifications, these

nurses are classified into three categories: A, B, and C, where
nurse C is the lowest one. In MLNRP, there are two
characteristics different from general NRP. One is the
rostering requirements of nurses at different levels. As the
routine affairs are mainly dealt with during the daytime, the
head nurse is assigned for day shift from Monday to Friday,
while at least one charge nurse is assigned for day shift on
Saturday and Sunday. +e other is fairness preferences,
which is to pursue absolute fairness in the same level and
accept relative fairness among different levels. Literature
research on fair rostering mainly focuses on the following
aspects: (1) fair workload allocation [5], (2) fair shifts as-
signment [6–8], (3) fair distribution of contractual violations
[9], and (4) fair allocation of special time, such as vacations
[10], weekends, and nights [11]. +e research on fair ros-
tering has acquired rich achievements but mainly focused on
the absolute fairness for all nurses. It is difficult to achieve
absolute fairness for multilevel nurses because of the dif-
ferences in work requirements. +erefore, the relatively fair
rostering of multilevel nurses is an important supplement to
the research of fair rostering.

In this paper, MLNRP is a particular type of multilevel
nurse rostering problem with special requirements and
preferences. Algorithms are powerful tools to search for
high-quality solutions. +e exact algorithms employed for
nurse rostering problem include integer programming al-
gorithm [12], dynamic programming algorithm [13], branch
and bound method [14], and column generation method
[15]. However, when the problem becomes complex and
highly constrained, it may consume numerous computa-
tional time to search for an optimal solution with an exact
algorithm. Heuristic algorithm, used to search for a satisfied
solution within an acceptable computational cost, comes
into full usage in such a situation. Metaheuristic algorithm is
a general heuristic approach of exploring solutions in search
spaces between intensification and diversification [13]. +e
intensified search-based algorithms for nurse rostering
problem include tabu search (TS) [16] and variable neigh-
bourhood search (VNS) [17]. +e diversified search-based
algorithms for nurse rostering problem include genetic al-
gorithm (GA) [18], particle swarm optimization (PSO) [7],
ant colony optimization (ACO) [19], artificial bee colony
(ABC) [20], and harmony search algorithm (HSA) [21].
Compared with single metaheuristic, hybrid algorithms such
as SA-GA [22] and SA-VNS [23] have shown more efficient

Table 1: Construction of model for nurse rostering problem.

Components Elements Detail descriptions

α: premodeling condition
settings

S: shift character Two-shift/three-shift/four-shift/multiple shift
C: cycle character Cycle schedule/uncycled schedule/semicyclic schedule/schedule horizon

D: demand
character Certain demand/uncertain demand

N: nurse character Numbers/only full-time/full-time and part-time
Skill level/roles of job/hierarchical management

β: objectives SO: single-objective Hospital objective/nurses’ preferenceMO: multiobjective

c: constraints H: hard constraints Laws and regulations/hospital regulations/ergonomics/operational requirements/
nurses’ preferencesS: soft constraints
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and effective in solving the nurse rostering problem with
high constrained search space.

Just as the no free lunch (NFL) theorem [24], none of
these heuristic algorithms have been proven best for solving
all optimization problems. +e NFL promotes and improves
innovation of the algorithm continuously. Mirjalili et al. [25]
proposed a multiobjective grey wolf optimizer (MOGWO)
and proved superiority in convergence behaviour and the
coverage of the obtained Pareto optimal solutions. MOGWO
shows superior performance in solving many engineering
optimization problems. However, for some complex opti-
mization tasks, it may face the problem of getting trapped at
local optima and premature convergence. A series of im-
proved algorithms based on GWO operator have been
proposed to enhance its exploration performance. Ibrahim
et al. [26] proposed an improved version of the grey wolf
optimizer through using the chaotic logistic map, the op-
position-based learning (OBL), the differential evolution(DE),
and the disruption operator (DO) to improve the exploration
and the exploitation ability of the GWO algorithm. Gupta and
Deep [27] proposed a modified algorithm RW-GWO based
on random walk for providing a better leadership to search a
prey. Gupta and Deep [28] presented a novel algorithm OCS-
GWO by introducing the opposition-based learning to ap-
proximate the closer search candidate solution to the global
optima and chaotic local search for the exploitation of the
search regions efficiently. Gupta and Deep [29] introduced an
improved leadership-based GWO called GLF-GWO. In GLF-
GWO, the leaders are updated through Levy-flight search
mechanism and the promising areas found in the search space
are avoided to be deviated by greedy strategy. Bouzary and
Chen [30] proposed a new hybrid approach based on the
GWO algorithm and evolutionary operators of the genetic
algorithm for the solution of optimal service composition and
optimal selection in cloud manufacturing.

However, to the best of our knowledge, very few at-
tempts have been made in MOGWO for nurse rostering
problem. Based on the advantage of hybrid methods pro-
posed in the literature [9], we proposed two hybrid algo-
rithms based on MOGWO for solving this problem of
MLNRP and compared their performance with that of their
corresponding single metaheuristic algorithm.

+ere are three main contributions of our research. +e
first is the model of MLNRP, which fully expresses the
features of multilevel in nurse rostering problem.+e second
is the relative fairness of nurse rostering objectives. Not all
nurses are assigned the same numbers of shifts, but only the
nurses at the same hierarchy are assigned the same numbers
of shifts. +e third is hybrid algorithms based on MOGWO,
outperforming the corresponding single metaheuristics on
the generational distance (GD) and spacing (SP) of Pareto
solutions. Furthermore, the improved hybrid algorithm
NSGAII-MOGWO is superior to the other four algorithms
in many aspects and can easily find high-quality solutions in
relatively fair rostering objective.

+e remainder of the paper is organized as follows.
Section 2 gives the problem description and mathematical
model of the MLNRP. Section 3 elaborates hybrid algorithm
based on MOGWO. Experimental results and analysis are

laid out in Section 4. Finally, Section 5 presents conclusions
and directions for future work.

2. Problem Description and Model

2.1. Premodeling Condition Settings. According to the pre-
modeling structure proposed in this paper, we should grasp
the following information: shift character, cycle character,
demand character, and nurse character. Take the Geriatric
Ward of the+ird People’s Hospital, Panzhihua, China, as an
example. In the Geriatric Ward, elderly patients with chronic
diseases who lose self-awareness or mobility will accept
medical care here and nurses will provide continuous nursing
services.+ere are three working shifts: day shift (D: 08:00–16:
00), evening shift (E: 16:00–24:00), and night shift (N: 00:
00–08:00). Each shift covers eight hours. Schedule horizon is
four weeks. +e number of nurses in each shift is determined.
+e number of nurses required for shift D is five and that for
shift E and N is, respectively, two, from Monday to Sunday.
+ere are thirteen full-time nurses, including one head nurse,
two charge nurses, and ten general nurses. +ey belong to the
first, second, and third levels of hierarchical management,
respectively.+e skill level of head nurse and one charge nurse
is A, that of one charge nurse and five general nurses is B, and
that of the other five general nurses is C. +e abstract of
premodeling information is shown in Table 2. Detailed in-
formation on nurses and demands is shown in Table 3.

2.2. Decision Objective. Objectives provide an optimization
direction for nurse rostering, and the satisfaction of ob-
jectives reflects the quality of the rosters. When there is a
certain conflict between objectives, we often adopt multi-
objective optimization.

According to the survey, the nurse rostering objectives of
the studied hospital are mainly reflected in three aspects: (1)
minimizing violations of soft constraints; (2) minimizing the
fairness bias of nurse rostering at each hierarchy; and (3)
maximizing the quality of weekend rostering. Objectives
come from requirements and appeals of hospital managers
and nurses for rosters. On the one hand, hospital managers
consider nonmandatory management rules as soft constraints
and hope to satisfy them as much as possible. On the other
hand, the nurses at different hierarchies expect to take fairness
separately in rosters and take day-offs as much as possible on
weekends. +e preference of weekend rostering is ranked
from high to low as follows: (1) two days off on weekend; (2)
two consecutive days off, one of which is on weekend; (3)
single day off on weekend; and (4) no weekends off. A three-
objective programming is considered in MLNRP.

2.3. Constraints. A feasible and reasonable nurse roster is
subject to two types of constraints: hard and soft. Hard
constraints are used to determine or judge the feasibility of
solutions, while soft constraints are used for improving or
measuring the quality of the feasible solutions. +e nurse
rostering problem considered in this research includes four
hard constraints (i.e., H1–H4 in Table 4) and eight soft
constraints (i.e., S1–S8 in Table 4).
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2.4. Mathematical Model. Based on the above descriptions,
the model can be formulated as a 0-1 integer programming
model. Note that since head nurses have been assigned to
regular shifts, the rostering of head nurses is no longer
considered in modeling.

2.4.1. Notations of the Model. +e related notations of the
model are shown in Table 5.

2.4.2. Mathematical Model of the MLNRP. +e decision
variables of MLNRP are shown as follows:

Xknt �
1, nurse nwithfmanagenment level is assigned to shift k on day t,

0, otherwise.
􏼨 (1)

Based on the above symbols, the MLNRP mathematical
model is built as follows:

Table 2: Premodeling condition settings in MLNRP.

Components Elements Detail descriptions MLNRP∗

α: premodeling condition settings

T: shift character +ree-shift ✓

S: schedule character Cycled schedule ✓
Schedule horizon 4-week

D: demand character Certain demand ✓

N: nurse character

Only full-time ✓
Hierarchical management 3

Skill level A-B-C
Numbers 13

Table 3: Descriptive statistics for nurses and demands in studied local hospital.

Nurse information Demand of each shift
Title Numbers Hierarchical management Skill level distribution (A-B-C) Monday–Sunday (D-E-N)
Head nurse 1 1st 1-0-0

5-2-2Charge nurse 2 2nd 1-1-0
General nurse 10 3rd 0-5-5

Table 4: Description of hard and soft constraints.
Hard constraints
H1 No nurse can work more than one shift per day
H2 Shift N cannot be assigned immediately after shift E because the end time of shift E is connected with the start time of shift N
H3 A minimum number of nurses must be guaranteed for each working shift to ensure proper service quality of the hospital

H4 FromMonday to Sunday, at least one head nurse or charge nurse is required for shift D. Because head nurse is assigned a fixed roster of
shift D from Monday to Friday; this constraint translates into at least one charge nurse assigned to shift D on weekends.

Soft constraints
S1 Each nurse can be assigned 1 day off at least in seven consecutive days
S2 Each nurse can be assigned 4 night shifts at most in seven consecutive days
S3 Each nurse can be assigned 11 working days at most in 2 weeks
S4 Each nurse can be assigned 8 days off at least during the rostering period (28 days)
S5 Each nurse can be assigned 3 consecutive days off at most in the roster
S6 Each nurse can be assigned 3 consecutive night shifts at most in the roster

S7 +e sum of levels A and B nurses should be more than or equal to that of level C nurse in each shift on every day to ensure proper
service quality of the hospital

S8 One day off should be arranged after a pair of shift E or N, such as E-E, N-N, or N-E
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Table 5: Notations of the model.

Notations Definition
N Number of nurses available for arrangement, n� 1, . . ., N
N1 Number of charge nurses available for arrangement, n� 1, . . ., N1
T Number of days for the rostering horizon (T� 28), t� 1, . . ., T
K Types of shift (K� 4), k� 1, 2, 3, 4, represents day shift, evening shift, night shift, and rest shift, respectively
I Number of soft constraints, i� 1, . . ., I

F Management level of nurses (F� 2), f� 1, represents charge nurse at 2nd hierarchy; f� 2, represents general nurse at 3rd

hierarchy
Si Violation times of soft constraint i, i� 1, . . ., I

Cj

Number of type j weekend rostering, j� 1, 2, 3, 4. (1) j� 1, which means two-day weekends off; (2) j� 2, which means two
consecutive days off and one of them is on the weekend; (3) j� 3, which means single day off on weekends; (4) j� 4, which

means no weekends off

w
Weight value, w1 − w8 represents penalty value for violation of soft constraints i; wd, we, wn, wr represents the preferences of

shift K in nurses’ minds; w31, w32, w33, w34 represents preference for type j weekend rostering
IC Number of nurses with skill C qualification
Rday Number of nurse requirement for day shift from Monday to Sunday
Revening Number of nurse requirement for evening shift from Monday to Sunday
Rnight Number of nurse requirement for night shift from Monday to Sunday
Glimit Upper limit on number of working shifts in two weeks (Glimit � 11)
Nlimit Upper limit on number of night shift in one week (Nlimit � 4)
Rlimit Upper limit on number of days off in four weeks (Rlimit � 8)
D

f
avg Average number of day shift nurse at f hierarchy should be assigned in four weeks (f� 1, 2)

E
f
avg Average number of evening shift nurse at f hierarchy should be assigned in four weeks (f� 1, 2)

N
f
avg Average number of night shift nurse at f hierarchy should be assigned in four weeks (f� 1, 2)

R
f
avg Average number of rest shift nurse at f hierarchy should be assigned in four weeks (f� 1, 2)

D
f+
n , D

f−
n Positive and negative deviation from D

f
avg for nurse n at f hierarchy (f� 1, 2)

E
f+
n , E

f−
n Positive and negative deviation from E

f
avg for nurse n at f hierarchy (f� 1, 2)

N
f+
n , N

f−
n Positive and negative deviation from N

f
avg for nurse n at f hierarchy (f� 1, 2)

R
f+
n , R

f−
n Positive and negative deviation from R

f
avg for nurse n at f hierarchy (f� 1, 2)
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+e decision objectives are actually equivalent to the
minimization of deviations from the preferences and vio-
lation of soft constraints. Equation (2) is expressed as
minimization of the whole penalty values of soft constraints
violations. Equation (3) is described as minimization of the
whole deviation values from equitable shifts of nurses at
different management levels. Equation (4) is expressed as
optimization of weekend rostering quality. To unify the
optimization direction, weight values of equation (4) are set
inversely proportional to preferences. By this way, maxi-
mization is converted into minimization. For details re-
garding the setting process of weight value in the objective
function, see Section 2.4.3.

Equations (5)–(12) are deviation summation from the
average number of shifts between charge nurses and general
nurses. For details regarding the calculation process of av-
erage shift number, see Section 2.4.4.

Equations (13)–(18) are statistics of four weekend shift
schedules. C1 represents the number of consecutive Sat-
urdays and Sundays off in a roster. C2 equals C21 plus C22,
which means the number of consecutive Fridays and Sat-
urdays or Sundays and Mondays off in a roster. C3 indicates
the number of a day off on Saturdays or Sundays. C4
represents the number of consecutive Saturdays and Sun-
days on in a roster.

Equations (19)–(24) are four hard constraints that must
be met. Equations (25)–(36) are eight soft constraints to be
satisfied as much as possible. In equation (25), “in any week”
of S1 indicates any seven consecutive days in the roster and
so does equation (26). In equation (26), “night shifts” of S2
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include shifts E and N and so do equations (30) and
(34)–(36). +is is because in the studied hospital, the ratio of
nurses to beds in the ward is lower than the criterion of the
Ministry of Health (0.4:1), and nurses frequently feel tired
after work, especially after shift E or shift N. Classifying Shift
E and shift N into “night shifts” is to reduce nurses’ fatigue in
rostering. Equations (37) and (38) are decision variables.

2.4.3. Weight Setting in the Model. +e first kind of weight is
penalty value for violation of soft constraints, expressed in
w1-w8. +e higher the penalty value is, the higher the cost of
violating the soft constraint is, and so the less likely the soft
constraint will be violated. According to the survey, hospital
administrators consider these soft constraints to be equally
important. +erefore, the values of w1 − w8 are considered
as one unit, respectively.

+e second kind of weight is the preferences of shifts in
nurses’ minds, expressed in wd, we, wn, wr. +e more the
nurses like the shift, the more they hope it to be assigned
fairly and the larger the penalty value for violation of fairness
is. According to the survey, the weight value of shift R is
double that of the working shifts and the working shifts are
the same.

+e third kind of weight is preference for weekend
rostering, expressed in w31, w32, w33, w34. Weight value of
w31 indicates a preference for two-day off on weekends, w32
shows the preference for two-day off with one day on
weekends, w33 means the preference for single day off on
weekends, and w34 +e nurses expect their preferred
weekend off pattern to be arranged as many as possible.
Since the objective function value of weekend rostering is to
minimize, the more the preference weekend off pattern, the
lower the corresponding weight value should be set to. +e
weights are based on survey, as seen in Table 6.

2.4.4. Calculation of Hierarchical Fair Shifts. In hierarchical
fair rostering, fairness is to pursue absolute fairness at the
same hierarchy and relative fairness at different levels. +e
average number of shifts each team leader nurse should
receive in a rostering horizon is different from general nurse,
while the average number of shifts in the same management
level nurses is almost equivalent. Due to the requirement of
management work, charge nurses are assigned more D shifts
than general nurses.

Let D1
avg, N1

avg, and E1
avg be the average numbers of shift

D, shift N, and shift E, assigned to charge nurses in the
rostering horizons, respectively, D2

avg, N2
avg, and E2

avg be
the same one assigned to general nurses, respectively, and
N1 and N2 be numbers of team leader nurse and general
nurse, respectively. +e formula is shown in equations
(39)–(43).

D
1
avg
∗
N1 + D

2
avg
∗
N2 � Dtotal − Dheadnurse, (39)

N
1
avg
∗
N1 + N

2
avg
∗
N2 � Ntotal, (40)

E
1
avg
∗
N1 + E

2
avg
∗
N2 � Etotal, (41)

D
1
avg + N

1
avg + E

1
avg􏽨 􏽩 � D

2
avg + N

2
avg + E

2
avg􏽨 􏽩 � Wtotal,

(42)

D
1
avg >D

2
avg, (43)

where Dtotal, Ntotal, and Etotal represent the total number of
day shifts, night shifts, and evening shifts in the rostering
horizons, respectively. In the ward under study, Dtotal equals
140 (5∗ 28 � 140) shifts, and Ntotal and Etotal equal 56
(2∗ 28 � 56) shifts, respectively. Dheadnurse represents the
total day shifts of head nurse in the rostering horizons,
namely, 20(5∗ 4 � 20) day shifts. Wtotal represents the total
number of working shifts assigned to each nurse in the
rostering horizons, namely, 20 working shifts.

A set of feasible and acceptable solutions can be obtained
as S0 for a group of one head nurse, two charge nurses, and
ten general nurses by simple trial calculation. S0 � {D1

avg � 14,
N1

avg � 3, E1
avg � 3; D2

avg � 9.2, N2
avg � 5, E2

avg � 5}, as seen in
Table 7.

It is worth mentioning here that D2
avg equals 9.2 which

means that some nurses are assigned ten day shifts and
some nurses are assigned nine day shifts.+e fair rostering
for general nurses is achieved by assigning nine day shifts
to them in turn. It can be seen that the MLNRP is more
complex than the general NRP. It is well known that NRP
is a NP-hard problem. +erefore, heuristic algorithm is
more suitable than exact algorithm for the problem of
MLNRP.

3. The Proposed Algorithms

In this section, we firstly adopted two hybrid algorithms
based on MOGWO to solve the problem of MLNRP. In
MOGWO, the iteration of the whole wolves is carried out
through three leader wolves, and the leader wolves come
from the whole wolves. +erefore, MOGWO algorithm has
certain dependence on the three wolves of initial wolves.
Consequently, we first optimize the initial wolves by the
heuristic approaches of NSGAII [31] or MOPSO [12] and
then employ MOGWO to explore the optimal solution.
Finally, we compare the performance of NSGAII-MOGWO
and MOPSO-MOGWO with those of corresponding single
algorithms, namely, standard NSGAII, standard MOPSO,
and standard MOGWO.

As the principles and operators of the three standard
algorithms were introduced in the literature, we do not
repeat them here. We take NSGAII-MOGWO as an example
to illustrate the heuristic principles. In this hybrid algorithm,
the first rank wolves resulted from NSGAII algorithm are
taken as the initial solutions of MOGWO algorithm. +e
better wolf of alpha, beta, and delta can be found from the
optimized initial wolves.+e quality of the solution is further
improved by iterative optimization of MOGWO.

3.1. Flowchart of Proposed Algorithm. In flowchart of the
proposed NSGAII-MOGWO, the input of MOGWO is the
output of NSGAII (see Figure 1).
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3.2. Encoding. One solution is a roster ofN nurses scheduled
for Tdays. In the roster, shift D is represented by numeral 1,
shift E by numeral 2, shift N by numeral 3, and shift R by
numeral 4. +is roster can also reshape to a 1 ∗ N ∗ T
transversal vector, together with other reshape rosters, to
form a group of initial solutions.

3.3. Initial Solution. In order to keep the diversity of so-
lutions as much as possible, the initial schedule is generated
randomly.

3.4. Fitness Function. +e fitness function come from the
multiobjective function of mathematical model to evaluate
the quality of each solution updated in each iteration. +e
Pareto nondominant solution is adopted to compare the
quality of solutions.

3.5. Postiteration Adjustment. After an iteration of each
solution, the values in the roster may no longer be 1, 2, 3, or 4
and need to be restored. Any integer values between 0 and 3
can be obtained by the following equation:

Xid � ceil mod Xid, 4( 􏼁( 􏼁, (44)

Encoding

Initialization: Pt

Nondominated sorting
Calculate crowding distance

Sort population

Crossover and mutation: Qt 

Merge: Rt = Pt + Qt

Nondominated sorting
Calculate crowding distance

Sort population

Truncate: Pt + 1

Stopping
criterion 

Feasible
solution

PmaxIter

Initial greywolves: Gt

Get nondominated
solutions and archive

Select leader from archive

Update the position of
solution

Feasible
solution

Mending

Judgement

Feasible
solution

Stopping
criterion

Decoding

Final solution

YES

t = t + 1

NO

YES
NO

YES

NO

YES

t = t + 1

Judgement and repairing

YESNO

Update archive: Gat

Figure 1: Flowchart of the proposed NSGAII-MOGWO algorithm.

Table 6: Weight values in MLNRP.

Objective 1 Objective 2 Objective 3
Weight Values (units) Weight Values (units) Weight Values (units)

w1 − w8 1

wd,we,wn 0.2 w31 0.1

wr 0.4
w32 0.2
w33 0.3
w34 0.4

Table 7: A set of feasible shifts assignment for nurses.

Shift D Shift E Shift N Working shift
Head nurse 20 20
Team leader nurse 14 3 3 20
General nurse 9.2 5 5 [19.2] � 20
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where Xid is defined as the shift type to be assigned for the ith
nurse on the dth day. If Xid � 1, shift D is assigned; if Xid � 2,
shift E is assigned; if Xid � 3, shiftN is assigned; and if Xid � 0,
shift R is assigned.

3.6. Judgement and Repairing. Note that the initial solution
generated in Section 3.3 is not necessarily a feasible roster. In
addition, iteration and updating may make the solution
infeasible. +erefore, the feasibility of the solution is judged
and repaired by the following three hard constraints.

HC1: shift D on Saturdays and Sundays with at least
one team leader nurse.
HC2: a minimum number of nurses must be guaran-
teed for each working shift.
HC3: a work pattern of E-N is not allowed.

3.6.1. 'e Neighbourhood Structure. For the unsatisfactory
hard constraints, the repairing is based on the method of
variable neighbourhood structure. In the examples, the
nurse in boldface is the one who best meets the selection
criteria.

(1) VNS1. Given that nurse k (with 1st level) and nurse l
(with 1st level) are assigned non-D shift on weekends, select
one with a greater insufficiency in fair rostering of D shift
and assign it to her or him.+e other one left is arranged for
R shift. +e purpose of VNS1 is to satisfy HC1 while im-
proving fair rostering and weekend rostering quality. An
example of VNS1 is shown in Table 8.

(2) VNS2. Given that nurses of D shift are insufficient while
nurses of E shift are over equipped on the same day, select
nurse k with a greater surplus in fair rostering of E shift and
assign D shift to her or him. +e same is true for other shifts
that do not meet the demand. +e purpose of VNS2 is to
satisfy HC2 while considering fair rostering at the same time.
An example of VNS2 is shown in Table 9.

(3) VNS3. Given that nurse k has an E shift followed by N
shift on day i, to destroy the structure of E-N, move E shift or
N shift depending on which has greater insufficiency in fair
rostering. Next, vertically swap it with the nurse who has a
greater insufficiency in the shifts of fair rostering. +e
purpose of VNS3 is to satisfy HC3 while considering fair
rostering at the same time. An example of VNS3 is shown in
Table 10.

+e neighbourhood structures should guarantee the
feasibility of nurse roster. +erefore, in the process of
repairing, the constraints that have been met should not be
violated as far as possible.

4. Computational Experiments and Results

In this section, all algorithms were coded in MATLAB
R2017a and implemented on a computer of DESKTOP-
HPQ946M, Intel(R) Core(TM) i7-7500U CPU 2.7GHz,

8GB RAM. To compare the general performance of hybrid
algorithm based on standard algorithm, parameter settings
are almost consistent with the corresponding standard pa-
rameter settings (see Table 11 for parameter details).

4.1. Comparison of Computational Results. A real dataset
from studied hospital was used to evaluate the performance
of all the competing algorithms. Considering the stochastic
characteristics of metaheuristic algorithm, 10 independent
runs were taken for each algorithm. To visualize the com-
putational results of the algorithms, we randomly selected
one run of results, put them in the same three-dimensional
coordinate space, and projected them onto two-dimensional
planes, respectively (see Figure 2).

In Figure 2, SC rostering quality represents the sum of
soft constraints violated in rostering. +e lower the value of
SC rostering quality, the higher the quality of the roster. Fair
rostering quality shows the general deviation of nurses from
relative fair shift arrangement. +e lower the value of fair
rostering quality, the better the quality of the roster.
Weekend rostering quality indicates weekend rest ar-
rangements. +e lower the value of weekend rostering
quality, the better the quality of the roster. When the ob-
jective value is zero, the optimal solution on the objective is
achieved.

According to the results, the Pareto solutions obtained
by MOPSO are the most dispersive, while the Pareto so-
lutions obtained by MOGWO are the most concentrated. As
to the quality of the solutions, the Pareto solutions obtained
by NSGAII-MOGWO are superior to those obtained by
other four algorithms. Furthermore, NSGAII-MOGOW
obtains more Pareto solutions with optimal relative fairness
objective. +is is very important for a team of nurses who
advocate respective fairness. A roster embodying the best
relative fairness is shown in Table 12.

Table 8: An example of VNS1.

Nurses Before swap After swap
Saturday Saturday

Team leader nurse k N D
Team leader nurse l E R

Table 9: An example of VNS2.

Nurses Before swap After swap
Day j Day j

Nurse k E D
Sum D shift Insufficient Satisfied
Sum E shift Overequipped Satisfied

Table 10: An example of VNS3.

Nurses
Before swap After swap

Day i Day j Day i Day j
Nurse k E N E E
Nurse l R E R N
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Table 11: Parameters of MOGWO-based hybrid algorithm.

Parameter NSGAII-MOGWO MOPSO-MOGWO NSGAII MOGWO MOPSO
MaxIt 100 100 100 100 100
npop 100 100 100 100 100
nRep/nArchive 100 100 — 100 100
nGrid 7 7 — 7 7
Alpha 0.1 0.1 — 0.1 0.1
Beta 3 3 — 3 3
Gamma 2 2 — 2 2
Pcrossover 0.7 — 0.7 — —
Pmutation 0.4 — 0.4 — —
mu 0.02 0.1 0.02 — 0.1
w — 0.5 — — 0.5
wdamp — 0.99 — — 0.99
c1 — 1 — — 1
c2 — 2 — — 2
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In order to evaluate the performance of multiobjective
algorithm in a statistical significance, we adopt two evalu-
ation indexes: generational distance (GD) and spacing (SP).
We use min-max normalization for each objective data to
eliminate the dimension difference. +e formula should be
referred to as equations (45) and (46).

GD �

������

􏽐
n
i�1 d

2
i

􏽱

n
, (45)

SP≜

������������

􏽐
n
i�1 d − di􏼐 􏼑

2

n − 1

􏽳

. (46)

+e concept of GD was introduced as an indicator of the
approximation degree between the obtained Pareto frontier
and the optimal Pareto frontier. +e vector di in equation
(45) is the Euclidean distance between the solution i on the
Pareto frontier obtained and the nearest solution of the
Pareto optimal set. +e notation n refers to the number of
nondominant solutions on Pareto Frontier obtained. +e
smaller the value of GD, the better the convergence of the
algorithm.When GD equals zero, all nondominant solutions

in the Pareto frontier are included on the optimal Pareto
frontier.

+e concept of SP was proposed as a measure of dis-
tribution throughout the nondominant solutions on the
Pareto frontier obtained. +e vector di in equation (46) is
minimum sum of absolute value of difference between
current nondominant solution and other nondominant
solution on the Pareto frontier obtained. d is the mean of all.
+e smaller the SP value is, the better the uniformity of
solution distribution is. When SP equals zero, the non-
dominant solutions on the Pareto frontier are evenly dis-
tributed at equal distances.

+e statistical results of the two indexes are listed in
Tables 13 and 14. Since computing time is also an important
evaluation index of the algorithm, the computing time of five
algorithms for ten independent runs is shown in Table 15.
For MLNRP model with relative fairness objective, Pareto
solutions with optimal relative fairness objective can be
obtained, which is a highlight of the algorithm. +e number
of runs with Pareto solutions on zero objective value of
relative fairness in ten independent runs is shown in Ta-
ble 16. In all tables, the best results are shown in bold.

SC
 ro

ste
rin

g 
qu

al
ity

35

40

45

NSGAII-MOGWO

MOPSO-MOGWO

NSGAII

MOGWO

MOPSO

30

25

20

15

10

5
15 15.5 16

Weekend rostering quality

16.5 17

(d)

Figure 2: Comparison results of four algorithms for MLNRP. (a) Nondominant solutions. (b) Nondominant solution in 2D. (c) Non-
dominant solution in 2D. (d) Nondominant solution in 2D.
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According to the statistical results of these five algo-
rithms, we can get the following statistical results. First, the
Pareto solutions obtained by the NSGAII-MOGWO are
more evenly distributed than those obtained by other four
algorithms. Second, although MOGWO has good

performance in many engineering optimization, its per-
formance in nurse rostering is not outstanding. However,
the performance of MOGWO can be improved by com-
bining with NSGAII or MOPSO. +ird, in the two hybrid
algorithms, NSGAII-MOGWO outperforms MOPSO-

Table 12: A roster obtained by algorithm NSGAII-MOGWO.

M T W T F S S M T W T F S S M T W T F S S M T W T F S S 􏽐
​ D N E R

1 A A D D D D D R R D D D D D R R D D D D D R R D D D D D R R 20 0 0 8
2 B A R N E D N D R R D D D R D D D D D D R N D D E R D E R R 14 3 3 8
3 B B N R D N E R D R E D D E R R D D R D D D R D E D R D D D 14 3 3 8
4 C B D R N R R D N E R R E E D D R D E E D E D N D R R D E D 10 5 5 8
5 C C E D R N R D D N E R R D D E R R D E R D D N E R R N D 9 5 5 9
6 C B D E D R E R R D R E R D D N E R R D N E D N D R N R D N 9 5 5 9
7 C C D D E D N D R R D N E R R D N E R R D N E R R D R E D N 9 5 5 9
8 C B R D D D D N E R R D D N E R D N E R R R N E R R D N D E 9 5 5 9
9 C C R R R E D D N D R R D N E R R D N E R D D R D N E D N E 9 5 5 9
10 C B E R R D D N D N E R R D N E R R D N E R R D N E D R D D 9 5 5 9
11 C C N E R R D E D D N E R D D N E R D D N D R R D N E R R D 10 5 5 8
12 C B D N D R R E D E D N E R N D N E R R D D E R R D N D R R 9 5 5 9
13 C C R D N E R R E D D D N R R D D N E R R D N E R D D N E R 9 5 5 9

D 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 Solutions = (16,
0, 15.4)

S0 � {D1
avg � 14,

N1
avg � 3,

E1
avg � 3;

D2
avg � 9.2,

N2
avg � 5,

E2
avg � 5}

N 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

E 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2

A: head nurse; B: team leader nurse; C: general nurse.

Table 14: Results of SP for five algorithms in ten independent runs.

SP NSGAII- MOGWO MOPSO- MOGWO NSGAII MOGWO MOPSO
Best 0.0563 0.1022 0.0658 0.0810 0.1523
Worst 0.1407 0.1723 0.1499 0.2913 0.2858
Average 0.0962 0.1309 0.1036 0.1738 0.1932
Std. 0.0282 0.0236 0.0358 0.0574 0.0395

Table 15: Computing time for five algorithms in ten independent runs.

Time (s) NSGAII- MOGWO MOPSO- MOGWO NSGAII MOGWO MOPSO
Best 468.8 465.3 147.5 461.3 128.1
Worst 914.6 651.2 289.8 543.1 289.4
Average 674.31 528.79 244.94 505.4 233.63
Std. 182.24 61.37 53.69 27.53 49.51

Table 16: Runs of the optimal solution on relative fairness objective in ten independent runs.

NSGAII- MOGWO MOPSO- MOGWO NSGAII MOGWO MOPSO
Runs 5 0 3 0 0

Table 13: Results of GD for five algorithms in ten independent runs.

GD NSGAII- MOGWO MOPSO- MOGWO NSGAII MOGWO MOPSO
Best 0.0105 0.0177 0.0137 0.0247 0.032
Worst 0.0296 0.0380 0.0354 0.0664 0.0527
Average 0.0171 0.0242 0.0211 0.0399 0.0418
Std. 0.0064 0.0131 0.0077 0.0113 0.0062
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MOGWO in many aspects except for computing time. +is
may be because NSGAII is more time-consuming but is
more powerful than MOPSO in optimizing initial solutions.
Fourth, among the five algorithms, the average computing
time of MOPSO is the shortest, and the average GD and SP
values of MOPSO are the worst. Interestingly, NSGAII-
MOGWO is the opposite. Lastly, NSGAII-MOGWO has
obtained some Pareto solutions with optimal relative fair-
ness objective in five rounds out of ten independent runs,
while NSGAII has only three runs and other three algo-
rithms have none. +is shows that NSGAII-MOGWO is
easier to find the relative fairest rosters.

5. Conclusions

+is article has studied a special kind of multilevel nurse
rostering problem (MLNRP). +e main conclusions of this
paper are as follows:

(1) +is paper summarizes some characteristics of this
special kind of multilevel nurse rostering problem
(MLNRP). Grasping the characteristics of the
problem is helpful for modeling and solving.

(2) Based on literature and hospital research, this paper
proposes a simple and general model structure for
nurse rostering problem. +is can help hospital
administrators to collect information needed for
modeling faster and more completely.

(3) +is paper presents an applied theoretical model of
MLNRP, which is close to real-world nurse rostering
problem. +e model aims at meeting soft constraints
and relative fair rostering and improving weekend
rostering quality, taking resource constraints such as
hospital demands and nurses’ preferences into
account.

(4) Considering the differences of job requirements and
fairness preference between charge nurses and
general nurses, this paper put forward a relative
fairness rostering strategy and its calculation
method.

(5) In solving the multilevel nurse rostering problem,
MOGWO does not as good as it does on other
engineering optimization problems. However, after
combining with NSGAII or MOPSO, their ability to
find better Pareto solutions is greatly enhanced.

(6) +e hybrid algorithm NSGAII-MOGWO outper-
forms MOPSO-MOGWO in the quality of Pareto
solutions, which may be attributed to the fact that
NSGAII is more powerful than MOPSO for opti-
mization of initial solutions.

(7) +e hybrid algorithm NSGAII-MOGWO is superior
to the other four algorithms in exploring better
Pareto solutions, although the computation time is
the longest. However, it is acceptable for hospital
managers because it is more important to arrange a
satisfactory roster for nurses in understaffing.

Future research will be carried out from the following
four aspects: (1) from the perspective of human factor

engineering, the effects of different rostering strategies on
nurses’ fatigue, emotions, and behaviour performance will
be compared and studied; (2) research on nurse rostering in
multiple scenarios by adjusting the scale, skill level distri-
bution, and hierarchy proportion of nurses; (3) rostering
strategy research—change the inherent rostering model in
studying more about robust flexible rostering model under
uncertain demand; and (4) research on the principle and
characteristic of the algorithms. +e more we master the
characteristics of the algorithm, the more we can choose the
algorithm rationally rather than randomly solving the op-
timization problem.
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