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Human contact networks constitute a multitude of individuals and pairwise contacts among them. However, the dynamic nature,
which generates the evolution of human contact networks, of contact patterns is unknown yet. Here, we analyse three empirical
datasets and identify two crucial mechanisms of the evolution of temporal human contact networks, i.e., the activity state
transition laws for an individual to be socially active and the contact establishment mechanism that active individuals adopt. We
consider both of the twomechanisms to propose a temporal network model, the so-called memory-driven (MD)model, of human
contact networks. )en, we study the susceptible-infected (SI) spreading processes on empirical human contact networks as well
as four corresponding temporal network models and compare the full prevalence time of SI processes with various infection rates
on the networks. )e full prevalence time of SI processes in the MD model is the same as that in real-world human contact
networks. Moreover, we find that the individual activity state transition promotes the spreading process, while the contact
establishment of active individuals suppresses the prevalence. Besides, we observe that individuals who establish social ties with a
small exploring rate are still able to induce an endemic which prevails in the networks.)e study offers new insights to predict and
control the diffusion processes on networks.

1. Introduction

)e evolution nature of human interactions creates diverse
temporal properties, which fundamentally influence the
epidemic spreading. Interactions may be characterized and
modeled by the human interaction networks [1–5], where a
node represents a person, and the interaction between two
persons is a link. In 2004, Pentland et al. from the MIT
Media Laboratory took the lead in tracking and recording
human interactions with personal mobile phones and
proposed a stochastic process-based model to capture the
coevolution of social relationships and individual behaviors
[6, 7]. Many previous studies of interaction networks as-
sumed that the interactions are fixed, or the spreading
processes are much faster than the evolution of networks.
Nowadays, with the rapid technological advances, high

quality and time-resolved datasets of human interactive
behaviors can be easily obtained [8–13] and have provided
an unprecedented opportunity to better understand human
society dynamics with temporal human interaction net-
works [14–16]. However, it remains an important challenge
to unveil the mechanisms driving the evolution of human
interaction networks and to further capture the effects of
such mechanisms on dynamical processes on networks
[17–20].

In human interaction networks, in general, each agent at
time t is either active, contacting with other agents, or in-
active, isolated. )e activity state, i.e., activeness or inac-
tiveness of an agent and the contacts between pairwise
agents alter with time. Rocha and Blondel [21] introduced a
temporal network model, where the time interval between
two activity states of each agent follows a stochastic process
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with a certain distribution, and the inactive agents keep
isolated from other active ones in the network. Nevertheless,
more research efforts assumed that the nodes in the inactive
state are not totally isolated and can receive contacts from
other active nodes. A typical example is the framework of
activity-driven networks [22–25]. Perra et al. [22] proposed
the original activity-driven model of temporal networks, in
which an agent is either active with probability p or inactive
with probability 1 − p at each unit time. Since the active
probability of an agent is decided by its activity potential
which follows a given distribution, regardless of its activity
state at the last time step, the activity-driven model generates
a sequence of memoryless networks. Besides, the social
contacts between active nodes and other nodes are randomly
established. An extension of this model reduced the ran-
domness of link establishments by introducing a mutual
selection mechanism, where the destination of a contact
depends mutually on the activity potential of the agents on
both ends of the connection [23]. Similarly, some studies
added a time-invariant quantity, namely, attractiveness for
each agent, accounting for the fact that some agents are more
likely to be connected by other agents when building a
contact [24, 25].

A wealth of empirical observations has shown that the
mechanisms which govern the evolution of human contact
networks are far from random [14–16, 18, 26–29]. Indi-
viduals often remember the agents whom they previously
interacted with and thus form their own social circles [18].
Besides, due to the continuity of social interactions, the
activity state of an agent is unlikely to be altered in a sudden
[13], especially when the agent is actively engaging in a social
event with a lot of peers. Valdano et al. [28] proposed a
homogeneous assumption that the transition probability
between the active state and inactive state of each agent is
identically assigned with the same value. Although the as-
sumption partially captures the evolution of the activity
state, an explanation of the transition mechanism is still
missing. When it comes to the evolution of contacts between
agents, the effect of memory, i.e., an agent preserving their
pervious contacts with a certain probability, should be
considered within the temporal network model. )e model
introduced in [19] incorporates four distinct memory
mechanisms to describe the rates of creation and disap-
pearance of contacts in empirical networks, where the rates
follow a power-law decaying functional forms, akin to the
preferential attachment mechanism [30]. Recently, more
realistic mechanisms based on the activity-driven frame-
work have been explored [14, 15, 26, 27]. )ey considered a
non-Markovian reinforcement process, in which agents are
more inclined to allocate their contacts towards already
existing social ties rather than create new relationships. In
particular, the probability of an agent exploring a new social
relationship is determined by its cumulative degree, i.e., the
number of distinct agents contacted during observation
period; however, the transition of the activity states of each
agent is not taken into account.

)e aforementioned studies have investigated various
topological and temporal features of real social systems from
different perspectives. However, a better understanding of

the mechanisms driving the evolution of the temporal social
contact networks and the effects of network evolution on
dynamic processes, such as epidemic spreading [31–34],
information propagation [20, 35], and innovation diffusion
[36, 37], is still urgently needed.

Exploring several datasets of human contact networks,
we report two generic mechanisms of the evolution of real
networks: (i) the transition probability of activity states is a
function of the degree of agents and (ii) the time interval
between the reconnection of node pairs follows a power-law
distribution. Based on the two mechanisms, we propose a
temporal network model, namely, the memory-driven
model, to characterize the evolution of social networks. )e
memory here refers that an agent inclines to concentrate
towards recently contacted partners. With the new frame-
work, we study the epidemic spreading processes in both
synthetic and real temporal networks. )e full prevalence
time of susceptible-infected (SI) spreading in the memory-
driven model is the same as that in real networks. Moreover,
we find that the two mechanisms of the network evolution
have distinct effects on the epidemic spreading on real
networks; that is, the activity state transition promotes the
spreading process; however, the contact memory hampers
the spreading. Apart from this, we demonstrate that even a
smaller fraction of interactions connecting to new social
relationships is able to induce an explosive spreading on
networks.

)is paper is organized as follows. In Section 2, we
describe three datasets of real-world human interactive
activities and introduce the definitions of human contact
networks. In Section 3, we analyse the empirical datasets to
obtain statistic properties of human contact networks and
propose a temporal network model. Section 4 focuses on the
epidemic spreading processes on the synthetic networks and
real networks. Finally, we conclude this work in Section 5.

2. Empirical Datasets and Definitions

In this paper, we use three empirical datasets of offline
human interactive activities in various scenes. )e datasets
include the offline sex interaction dataset (“Sex6yr,” [38, 39])
and the physical proximity interaction datasets (“MIT_RM,”
[6] and “School,” [40]). )e “Sex6yr” dataset collects the real
offline sex trading activities among sellers and buyers with a
forum-like Brazilian web community. If a buyer A posted a
comment in a thread about seller B, a contact between A and
B exists. )e “MIT_RM” dataset records the call logs,
Bluetooth devices in proximity, cell tower IDs, application
usage, and so on among students and faculty in the MIT
Media Laboratory via the Bluetooth device in mobile
phones. We here studied the physical proximity interactions
with the sampling data of physical proximity via Bluetooth
devices in the “MIT_RM” dataset. )e “School” dataset
collects the face-to-face proximity interactions among
teachers and students in a French school by the Radio-
Frequency IDentification (RFID) device embedded in
badges. )e contact records of each dataset are in the same
format (i, j, t), which represents a contact between two
individuals i and j started at time t. More details of the
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datasets are introduced in Appendix A and summarized in
Table 1.

)e human contact network is a kind of temporal
network, which consists of the evolution of network to-
pology with time. We segment the empirical data into ad-
jacency time steps of length tw � w△t, where △t is the
resolution and w is the number of resolutions in a time step.
A human contact network is a sequence of networks in time
order G(tw) � G1, G2, . . . , Gt, . . . , GT􏼈 􏼉, where
Gt � (Nt,Lt) is the network taking place at time step t over
time window [(t − 1)tw, t · tw) and T is the total number of
time steps. An illustration of the human contact network is
shown in Figure 1. In this work, we select tw as 1 month, 1
day, and 5 mins for “Sex6yr,” “MIT_RM,” and “School,”
respectively (explanation for the selection is given in Ap-
pendix B). )e aggregated network of G(tw) is
GT � ∪ t�T

t�1 Gt � (N,L), where N � ∪ t�T
t�1Nt and

L � ∪ t�T
t�1Lt. We denote the number of agents and the

number of contacts by N � |N| and LC � |L|, respectively.

3. Analysis of Temporal Properties

Before we introduce the temporal network model, we first
empirically analyse statistic properties of human contact
networks, i.e., the activity state transition of individuals and
the contact memory of node pairs, which are the funda-
mental mechanisms for the design of our temporal network
model.

3.1. Individual Activity State Transition. We here assume
that each node at time step t in the network is in one of two
states: active state, connecting with other nodes, denoted by
a and inactive state i. )e sets of nodes in active state and in
inactive state at time step t are denoted byNa(t) andNi(t),
respectively. We here study whether the activity state of an
individual j at time step t + 1 depends on the state at
previous step t and how the degree k of individual j at time
step t influences the activity state transition. We denote the
number of nodes with degree k in active state at time step t

by Nk,a(t) � |Nk,a(t)|, where |N| represents the number of
nodes in a node set N. )e transition probability of nodes
with degree k transferring from active state a to inactive state
i at one time step is

PAI(k) �
􏽐

T−1
t�1 Nk,a(t)∩Ni(t + 1)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽐
T−1
t�1 Nk,a(t)

. (1)

)e transition probability of nodes with degree k staying
at active state a in one time step is PAA(k) � 1 − PAI(k).
Note that the degree of an individual might change over time
since the individual might take part in or leave from the
interactions of the system across time.

)e transition probabilities characterize the relation
between the activity state of node i with degree k at the
current time step and that at next time step. Although it has
been observed in empirical networks (e.g., Facebook) that
the strong link between activity and degree [18], the detail

about how they are related and how to apply it to network
modeling is not fully discussed previously. Here, we study
how the transition probability, i.e., PAI(k) or PAA(k), varies
with the degree k. Figures 2(a)–2(c) show the transition
probabilities of remaining in the active status or switching to
the inactive status calculated on three empirical networks.
Remarkably, the transition probability PAI(k) or PAA(k) is
as a power-law function of degree k. )e greater the degree
of active agents at the current time step, the smaller the
probability they become inactive at the next time step.)at is
to say, agents with high social activity (high degree) have
more tendency to maintain the active status all the time.
However, we cannot find the relation between the transition
probability PIA(k) (or PII(k)) and degree k since the degree
of nodes in inactive state is 0. Hence, we study the transition
property of inactive nodes with the firing rate
b � Ni(t)∩Na(t + 1)/Ni(t), which is the probability of an
inactive node becoming active at one time step. )e average
firing rate PIA is expressed as

PIA �
1

T − 1
􏽘

T−1

t�1

Ni(t)∩Na(t + 1)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

Ni(t)
. (2)

Figure 2(d) demonstrates that the variance of firing rates
at different time steps is small.

3.2. Contact Establishment of Active Individuals. Previous
studies [22–25] assume that all active individuals contact
with s other individuals at each time step, where s � m is a
constant. However, we find that the number of contacts
(degree) at each time step follows a different distribution in
empirical datasets (see Figure 3(a)). Figure 3 suggests that
the assumption of the same number of contacts cannot
reflect the real properties; thus, the distribution F(s) of
contact number s should be considered for the temporal
network models with different datasets.

An active individual either establishes a contact by social
keeping, connecting to a node which has already been
connected to at previous time steps, or social exploring,
connecting to a new one. )e average fraction of social
keeping contacts of each individual at each time step is

p �
1
NT

􏽘

N

i�1
􏽘

T

t�1
pi(t), (3)

in which the fraction pi(t) of reconnected links of node i is

Table 1: Description of the three datasets.

Dataset T △t N LC R

Sex6yr 2,232 day 1 day 16,102 38,995 50,185
MIT_RM 232 day 6 min 96 2,539 55,306
School 8.67 hour 20 sec 236 5,901 37,402
T is the time span of contact sequences, △t is the resolution (time interval
between two records in time order), N is the number of agents, LC is the
number of distinct contacts, and R is the number of records.
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Figure 2: Transition probabilities between active state and inactive state as functions of the current degree k of the node, for the three
empirical datasets. Solid lines represent the fitting curves: (a) PAI(k) � 0.78k− 0.84 (Sex6yr), (b) PAI(k) � 0.45k− 0.56 (MIT_RM), and
(c) PAI(k) � 0.33k− 0.91 (School). (d))e firing rate PIA with 95% confidence intervals in the three empirical datasets.)e average firing rates
PIA are 0.04 (Sex6yr), 0.16 (MIT_RM), and 0.27 (School).
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pi(t) �
􏽐j∈Vi(t)δij(t)

Vi(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
, (4)

where δij(t) � 0 if agent i never interacted with agent j

before; otherwise, δij(t) � 1. )e |Vi(t)| is the number of
direct neighbors of agent i at time step t. )e fraction pi(t)

quantifies the inclination of an agent to keep previous
established contacts. Figure 4(a) shows that in the context of
sex trade, individuals dominantly adopt the strategy of social
exploring, while in the context of physical proximity
(MIT_RM) and face-to-face communication (School), in-
dividuals tend to reconnect with the nodes who have already
contacted by social keeping.

Moreover, the recurrence interval of human contacts is
analysed. )e recurrence interval Δ(i,j) of individuals i and j

refers to the number of time steps between any two con-
secutive contacts. We can deduce that, if an active node i has
a degree ki at each time step and ki contacts are established
randomly with other nodes, the distribution of recurrence
interval is an exponential distribution as P(Δ(i,j)) �

(ki/N)(1 − ki/N)(Δ(i,j)−1). Note that this is the basic as-
sumption in previous works [14, 26–28]. However, we find
that the probability distributions of recurrence intervals of
contacts between node i and all others follow a power-law
distribution in three datasets (see Figure 4(b)). )e finding
might give a support for the burst property of temporal
networks that the intercontact time distribution has a power-
law form (see Figure 4(c)), which has also been reported
recently in [15, 41, 42]. )e results imply that agents do not
establish contacts randomly with others regardless of their
pervious contacts. Besides, we have identified the statistical
law in real-world systems that agents preferentially contact
individuals who have recently been in interact with [29].

To summarize, two typical characteristics coexist in the
process of realistic network evolution, individual activity
state transition, and contact establishment. In the next
section, we propose a temporal network model based on the
mechanisms.

4. Modelling Dynamic Contact Networks

4.1.Memory-Driven (MD)Model. In this section, we present
a temporal network model, named the memory-driven
(MD) model, of human contact networks. )e empirical
analysis of individual activity state transition and contact
establishment are both the basic mechanisms for the MD
model. We consider a set of agents N in a human contact
network G. For each time step, every agent has two possible
activity states: active and inactive. We here assume that each
individual has the maximummemory length L time steps; in
other words, the contact establishment at current time step is
only influenced by the connections at pervious L time steps,
which is stored in the memory train
GM � Gt−L+1, Gt−L+2, . . . , Gt−1, Gt􏼈 􏼉. We generate L random
networks [43] to initialize the temporal network
G � G1, G2, . . . , GL􏼈 􏼉 and the memory train
GM � G1, G2, . . . , GL􏼈 􏼉. )e generation of the temporal
network G � G1, G2, . . . , GT􏼈 􏼉 is illustrated in Figure 5 and
described as follows:

(1) Individual activity state transition: an active indi-
vidual i with degree k at time step t becomes inactive
at time step t + 1 with probability PAI(k) � Ak− α

(A ∈ (0, 1]), while an inactive agent becomes active
with a constant firing rate PIA.

(2) Contact establishment of active individuals: we as-
sign each active individual with s contacts, where s is
extracted from a given probability distribution F(s).
)e contacts are established by the following steps:

(a) Social keeping: With a keeping rate p ∈ [0, 1],
agent i connects to a previous contacted agent j

with probability pij � f(Δ(i,j))∝Δ
−c

(i,j),

(1≤Δ(i,j) ≤ L), which is a function of the time
interval Δ(i,j) since their last interaction.

(b) Social exploring: with an exploring rate
q � 1 − p, the agent randomly interacts with a
new agent who has never been contacted by
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Figure 3: (a) Degree distributions P(k) at each time step in an empirical dataset and (b) degree distribution P(k) at each time step in the
activity-driven (AD) model [22] (to be described in Section 5.1) with s � 5 and N � 1000, and node activity xi is sampled from F(xi)∝x−]

i

with ] � 2.1, 10− 2 ≤ xi ≤ 1.
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agent i before (or the previous contacts have
exceeded the memory length L).

(3) Generate the network Gt+1 and update the memory
train as GM � Gt−L+2, Gt−L+3, . . . , Gt, Gt+1􏼈 􏼉.

(4) Repeat (1)–(3) until the end of time span T of the
temporal network.

4.2. Analysis of the Model. We perform numerical simula-
tions in terms of two model settings in Table 2. In Figure 6,
the network properties, i.e., the degree distribution ρk and
the intercontact time distributions P(Δ), of the memory-
driven model are compared with those of the corresponding
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Inactive Active

PAI (k)

(a)

Explore
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(b)

Figure 5: (a) Transition probabilities of individual activity states in the MD network model. (b) Contact establishment strategies of each
agent in each time step: social keeping (blue) and social exploring (white).

Sex6yr

0.92

0.19

0.73

%
 o

f c
on

ta
ct

s
1.0

0.8

0.6

0.4

0.2

0.0
School

dataset

MIT_RM

Kept

Explored

(a)

100

10–1

10–2

10–3

10–4

102101100

∆(i,j) (step)

P 
(∆

(i,
j))

Sex6yr

School

MIT_RM

(b)

102101100

∆ (step)

100

10–1

10–2

10–3

10–4

10–5

P 
(∆

)

Sex6yr

School

MIT_RM

(c)

Figure 4: (a) Average fraction of social keeping contacts of each individual at each time step, with p � 19% (in Sex6yr), p � 92% (in
MIR_RM), and p � 92% (in School). (b) Probability distributions P(Δ(i,j)) of the recurrence intervals Δ(i,j) of the contacts (i, j) for each
individual i. Here, we plot the distribution for 10 individuals as an example. (c) )e intercontact time distributions P(Δ) in empirical
datasets, where Δ is the recurrence interval for any contact.

Table 2: )e parameters of the memory-driven model.

Memory-driven (MD) model
Parameters Sex6yr MIT_RM School
|N| 16,706 96 236
T 64 230 104
A 0.78 0.45 0.33
α 0.84 0.56 0.91
PIA 0.04 0.16 0.27
F(s) Pl(−2.6) Norm(9.0, 5.1) Norm(7.0, 3.4)

c 1.87 1.62 1.62
L 36 60 12
X ∼ Pl(β) represents the power-law ρ(x) � (β − 1)x− β, where x ∈ [1, +∞),
and X ∼ Norm(μ, σ2) represents the Gaussian distribution with the mean μ
and variance σ2.
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datasets. )e results show that they exhibit pretty similar
behaviors; that is, the models reproduce both the degree
distributions of the aggregated empirical networks and the
intercontact time distributions quite well. Furthermore, we
compare the MDmodel with a null model, whose pij follows
a uniform distribution instead of a power-law distribution.
Figure 6(f) indicates a significant difference between the null
model and the MD model, implying that the mechanisms of
the MDmodel are responsible for the temporal properties in
human contact networks.

Based on the above descriptions, we perform numerical
simulations with two different parameter settings, that is, we
assume that F(s) follows a power-law distribution and a
Gaussian distribution, respectively, to characterize the
heterogeneity or homogeneity of human contact networks.
)e results in Figures 7(a) and 7(b) show that the degree
distributions ρk of integrated networks generated by our
model might be various for different F(s). If F(s) follows a
power-law distribution, ρk will have a power-law tail with
the same exponent c regardless of the keeping rates p (see
Figure 7(a)). If F(s) follows a Gaussian distribution, the
functional form of the degree distribution ρk does not
change with p; however, the average degree of the integrated
network decreases with the increase in p (see Figure 7(b)).
)e intercontact time distributions P(Δ) of the two net-
works are shown in Figures 7(c) and 7(d). When the keeping

rate p � 0, the establishment of human contacts is random
and memoryless, which leads to an exponential distributions
P(Δ) of the intercontact time (insets of Figures 7(c) and
7(d)). With the increase in p, the intercontact time distri-
bution asymptotically follows a power-law, indicating that
the memory embedded in the process of contact estab-
lishment can induce the bursty interactive pattern of human
activities.

5. Epidemic Processes in Temporal Human
Contact Networks and Models

5.1. Dynamical Processes on Real-World Networks and Net-
work Models. We study the susceptible-infected (SI)
spreading dynamics [44, 45] on temporal human contact
networks. )e SI epidemic model, despite of its simplicity,
has been pervasively operated as a useful tool to probe the
topological structures and temporal characteristics of tem-
poral networks [17, 19, 46]. In this model, each agent can be
in two possible states: susceptible (S) or infected (I). A
susceptible (S) agent is infected by an infected (I) one with
probability λ if there is a contact between them. Once an
agent is infected (I), it will not recover. We start each
simulation with all agents in the susceptible state and
randomly select a single agent as the infected “seed.” In order
to uncover the effects of the two mechanisms, i.e., individual
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Figure 6: Distributions of the characteristic measures of the real-world networks and memory-driven networks. (a, b) )e degree dis-
tributions ρk of the aggregated empirical networks and (d, e) the degree distributions ρk of the aggregated memory-driven networks. (c, f )
)e intercontact time distributions P(Δ) in the dataset “School,” the memory-driven networks with pij following a power-law distribution
(in black), and the null model with a uniform distribution (in cyan). )e synthetic networks are performed with parameters in Table 2.
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activity state transition and contact establishment, on the
network topologies and further impacts on spreading dy-
namic processes on temporal networks, we proceed the SI
spreading processes on real-world networks and five cor-
responding network models. )e five network models in-
clude our memory-driven (MD) model, which has been
introduced in Section 4.1, two null models (i.e., AR model
and CR model), and two synthetic network models.

We here first introduce two null models where each of
the mechanisms is separately destroyed. Besides, as a con-
trast, we reproduce the temporal network of empirical
datasets with two classes of the activity-driven model; that is,
activity-driven networks without memory (AD model) and
with memory (ADM model) [22, 26]. )e former case has
been widely used as a paradigmatic network example for the
study of spreading dynamics taking place on the same

time-scale of network evolution [23, 24, 47, 48]. )e models
are described in detail as follows:

(i) Agent randomized (AR) null model
)e AR null model only keeps the contact estab-
lishment mechanism that the recurrence intervals of
the contacts for each individual are preserved. We
keep all the human interaction time in the empirical
datasets unchanged and replace each contact pair
with two randomly selected individuals. Note that
once a contact pair (u1, v1) is replaced by (u2, v2), all
the contacts between individuals u1 and v1 will be
replaced by contact pair u2 and v2.

(ii). Contact randomized (CR) null model
)e CR null model only keeps the individual activity
state mechanism that the degree and activity state of
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Figure 7: (a, b) )e degree distributions ρk of integrated networks and (c, d) intercontact time distributions P(Δ) versus the keeping rate p

for one simulation. We fix N � 1000, A � 1, α � 1, PIA � 0.1, L � 40, and T � 200. In (a) and (c), the number of contacts s is sampled from a
power-law distribution F(s) � (s/smin)− β with β � 2.8, smin � 1, and c1 � 1.6. In (b) and (d), the distribution F(s) satisfies a Gaussian
distribution Norm(μ, σ2), with the mean μ � 5 and variance σ2 � 1 and c2 � 1.8. )e intercontact time follows an exponent distribution
when p � 0 (insets of (c) and (d)).
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individuals are unchanged in the network Gt at time
step t. At each time step t, we randomly select two
contacts associated with the four individuals and
then rewire the two contacts. If the two contacts
both have the same individual, we discard the
contact pair and randomly select two new contacts.
)e rewiring steps are repeated more than 2LC(t)

times to ensure the rewiring of most contacts in Gt,
where LC(t) is the number of contacts in Gt. After
the rewiring procedure, the interaction time and
recurrence interval of human contacts are com-
pletely different from those of original interaction
datasets.

(iii) Activity-driven (AD) model
)e AD model [22] is one of the most studied
temporal network models. )e generation of an AD
model follows the rules. At each time step t, the Gt

starts with N isolated nodes, and each node i is
assigned an activity probability aitw to become
active; then, the active nodes generate m links that
are randomly connected to m other nodes, and the
inactive nodes can only receive connections from
active nodes; at next time step t + 1, all connections
in Gt are omitted, and the steps are repeated. Here,
we apply the AD model to generate temporal net-
works to match the real-world networks. )e ac-
tivity probability ai � ηxi, where xi ∈ [ε, 1], ε is a
lower cut-off that avoids possible divergences, and
the xi is drawn from a given probability function
F(xi). )e probability function F(xi) is statistically
obtained from empirical data, and the average
number of active agents per unit time is η〈x〉N,
where η � 1 in this work. )e AD model does not
capture the above two mechanisms in empirical
data.

(iv) Activity driven with memory (ADM) model
A major shortcoming of the AD model lies in the
total absence of correlations between the connec-
tions in consecutive time steps. )e ADM model
[26] extends the AD model by introducing a
memory mechanism into to link creation. In the
ADM model, each node remembers all its previ-
ously connected nodes. At each time step t, the Gt

starts as in the AD model with N disconnected
nodes, and each node i becomes active with
probability aitw. Each active node i interacts with
one of the previously contacted n nodes with
probability pADM � n/(n + 1) and randomly con-
nects a new node with probability 1 − pADM.

In this work, the virus spreads on real human contact
networks under a temporally periodic boundary condition
(i.e., repeating the whole contact sequence) and network
models until all the reachable agents are infected [17]. )e
five models have been introduced in detail in Sections 4.1
and 5.1. )e relevant parameters of the MD model and AD
model are measured in the corresponding datasets (see
details on Tables 2 and 3). )e parameters of the ADM

model are the same as those of the AD model except the
memory effect. We repeat the SI spreading process for all
possible seeds and record the full prevalence time tf, i.e., the
time to reach 100% infection in a connected network or the
largest connected component (LCC) of a disconnected
network.

We calculate the ratio 〈tX
f (λ)〉/〈trealf (λ)〉 as a function of

the infection rate λ, where 〈trealf 〉 and 〈tX
f 〉 represent the

average spreading time of a full prevalence in the real-world
network real and the temporal network model X, respec-
tively. If the ratio 〈tX

f (λ)〉/〈trealf (λ)〉 � 1, the full prevalence
time of a spreading in the real-world network is the same as
that in the corresponding network model X. In other words,
X is a reasonable temporal model for human contact net-
works in the study of spreading processes. As shown in
Figure 8, the results in three empirical datasets are similar.
)e ratio 〈tARf 〉/〈trealf 〉 is always larger than 1 regardless of
the infection rate λ, and the ratio 〈tARf 〉/〈trealf 〉 increases with
the increase in the infection rate λ. )e results illustrate that
the individual state transition mechanism might promote
the spreading processes since the spread of virus in the AR
model, which only keeps the contact establishment mech-
anism and omits the individual activity state transition
mechanism, is faster than that in real human contact net-
works. Moreover, the promotion of spreading is even larger
when the infection rate λ is larger. However, there is a very
small difference between the CR model and AD model,
where the ratios 〈tCRf 〉/〈trealf 〉 and 〈tADf 〉/〈trealf 〉 are both
much smaller than 1. Both models are built without the
contact establishment mechanism, which might cause a
slowing-down effect on the spreading dynamics. Besides, the
ratios 〈tARf 〉/〈trealf 〉 and 〈tADMf 〉/〈trealf 〉 are both larger than 1,
provided that they both cannot capture the mechanism of
individual activity state transition. We find that the ratio
〈tMD

f 〉/〈trealf 〉 always fluctuates around 1 and remains stable
against the infection rate λ. Figure 8 confirms that the MD
model is superior to all other models in characterizing
human contact networks. )is phenomenon highlights the
crucial role of the two mechanisms considered in our model.
)ey both serve as an indispensable component to char-
acterize the evolution of the real-world networks. Binding
them together enables us to accurately capture the contagion
processes unfolding on empirical human contact networks.

5.2. Dynamical Processes on Memory-Driven Networks.
We here study how the network evolution affects dynamic
processes, such as the epidemic spreading on networks. )e

Table 3: )e parameters of the activity-driven model.

Activity-driven (AD) model
Parameters Sex6yr MIT_RM School
|N| 16,706 96 236
T 64 230 104
F(x) Pl (−2.6) U(0, 1) U(0, 1)

ε 10− 2 10− 2 10− 2

m 1 5 3
X ∼ U(a, b) represents the uniform distribution from a to b.
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exploring rate q in the contact establishment mechanism of
the MD model can tune the evolution of network topology.
We perform the SI spreading processes with infection rates
λ � 0.2, 0.4, and 1.0 on temporal networks generated by the
MD model with N � 1000 and the exploring rates
q � 0, 0.1, . . . , 1, respectively, and record the full prevalence
time tf. Figure 9 indicates that tf is extremely large when
q � 0, which implies that all contacts in current time step are
recurrences of previously established contacts; that is, no
individual is willing to explore a new social relationship in
the evolving network. Moreover, we observe that the average
full prevalence time 〈tf〉 declines rapidly with the exploring
rate q, when q is small. When the exploring rate q further
increases and reaches a specific value (around 0.1), the
spreading time decreases slightly and finally meets a satu-
ration. )e fact illustrates that even when individuals es-
tablish new social ties with a small exploring rate q, the
spreading process will significantly speed up; however, when
q is larger than a specific value, the influence of q on the
spreading process is rather limited.

6. Conclusion

We have presented the analysis of several empirical datasets
of human contacts. We observe two crucial mechanisms, i.e.,
the individual activity state transition and contact estab-
lishment, which create the evolving structures of human
contact networks. )e individual activity state transition
governs the activation of agents. )e active agents establish
contacts with others according to the strategies of contact
establishment; that is, agents tend to interact with recently
contacted one.We find that the transition probability PAI(k)

or PAA(k) between the active state and the inactive state is a
power-law function of the degree k. Moreover, the empirical
datasets show that not all active nodes have the number of

contacts at each time step, and the recurrence intervals of
individual contact establishment follow a power-law dis-
tribution. Considering the empirical observations, we pro-
pose a novel temporal network model (the memory-driven
model) based on the two mechanisms. Furthermore, we
study the effects of the two mechanisms on dynamical
processes. We perform the SI spreading on the real-world
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Figure 8: )e ratio 〈tX
f 〉/〈trealf 〉 of the average full prevalence time as a function of the infection rate λ in three empirical datasets, where

X � AR,CR,AD,ADM,MD represents the agents randomized null models (▽), contacts randomized null models (◇), activity-driven
models (△), activity-driven models with memory (x̂), and memory-driven models (□), respectively. )e simulations are performed on 103
realizations. )e error bars here represent one binomial standard deviation from these averages with 95% confidence levels. All the models
present the same critical spreading rate as the empirical counterparts.
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human contact networks and four temporal network
models. )e full prevalence times of SI spreading on the
networks and models are compared. Our model shows a
good agreement with three empirical temporal networks,
which implies that the two mechanisms enable us to capture
the evolution of human interactions in temporal networks.
Interestingly, the results demonstrate that the individual
activity state transition accelerates the diffusion processes;
contrarily, the specific contact establishment strategy slows
down the spreading. Besides, we find that the exploration of
new social ties effectively promotes the spreading processes,
and even a small exploring rate is sufficient to induce an
explosive spreading on networks. )e study thus paves the
way to a better understanding of the mechanisms driving the
evolution of human contacts and their effects on dynamic
processes in real-world social systems.

Appendix

A. Data Description

(i) )e dataset of “Sex6yr” was gathered from an online
forum in Brazil from September 2002 to October
2008. Note that although the data belong to the online
survey, each record reflects a real offline sex trading
activity among the sellers and buyers. We use the
dataset after discarding the initial transient (312 days)
of community growth [38]. )e dataset is available in
[39], and more details are described in [38].

(ii) )e dataset of “MIT_RM” was recorded by the
Reality Mining Project conducted by the MIT
Media Lab from September 2004 to May 2005. In
the project, the subjects were required to use mobile
phones with preinstalled software, which could
sample their physical proximity via Bluetooth de-
vices every 6 minutes and record the corresponding
user tags. )e dataset is available on the website of
Reality Commons (http://realitycommons.media.
mit.edu). From the dataset, we have removed 2
days as they are empty of human activities. We refer
to [6] for more details on the data description and
collection strategy.

(iii) )e dataset of “School” was collected in a French
school on October 1, 2009, by the SocioPatterns

collaboration. )e data recorded the time-resolved
face-to-face proximity of children and teachers,
with the Radio-Frequency IDentification (RFID)
device embedded in badges. )e dataset is available
on the website of SocioPatterns (http://www.
sociopattern.org/datasets), and more details are
introduced in [40].

B. Selection of Time Window

)e selection of time window size is crucial to analyse the
evolution of the network structure. If tw is too fine, the
temporal contacts are aggregated over insufficient time. )e
resulting network is too sparse and messy, which makes it
difficult to observe interesting phenomena such as the
formation of a giant component or the disappearance of a
cluster [13]. Conversely, if tw is too coarse, the aggregated
network will not be able to capture the critical temporal
information such as link concurrency, time-respecting path,
and reachability [49]. If tw is large enough to aggregate all the
contacts observed into a single time slice, the temporal
network is degraded into a static network. )erefore, an
appropriate time window should strike a balance between
the distribution that disguise the relevant topological
changes (small tw) and the loss of temporal structural in-
formation (large tw).

Inspired by the method introduced in [13, 50], here we
consider the correlation between adjacent networks. First,
we segment the empirical data into adjacency time steps of
length tw � w△t, where △t is the resolution and w is the
number of resolutions in a time step.)e contacts within the
time interval [(t − 1)tw, t · tw) are aggregated into a static
undirected graph Gt. Once tw is set, the temporal network is
represented as a sequence of networks in time order
G(tw) � G1, G2, . . . , Gt, . . . , GT􏼈 􏼉, where T is the total
number of time steps. )e network Gt � (Nt,Lt) at time
step t consists of a set of nodesNt connected by a set of links
Lt. )en, by the Jaccard index [13], we calculate the link
overlap σL between adjacent networks Gt−1 � (Nt−1,Lt−1)

and Gt � (Nt,Lt) as

σL t, tw( 􏼁 �
Lt−1 ∩Lt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

Lt−1 ∪Lt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
. (B.1)
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Figure 10: )e average correlation as a function of the time window tw. )e values were averaged over all pairs of adjacent networks.
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σL takes values from the interval [0, 1], with σL � 0
indicating that the adjacent networks share no common link
and σL � 1 indicating that the same network is exactly
retained, i.e., Gt � Gt−1. )e average correlation across all
adjacent networks can be calculated with

σL tw( 􏼁 �
1
T

􏽘

T

t�1
σL t, tw( 􏼁. (B.2)

As shown in Figures 10(a)–10(c), the average fraction of
link overlap in each empirical dataset hits a peak when the
time window tw is selected as 1 month (Sex6yr), 1 day
(MIT_RM), and 5 minutes (School), respectively. )is
phenomenon indicates that the adjacent networks are highly
correlated under the corresponding time window, which
characterizes the contact memory encoded in human in-
teraction behaviors. As tw further increases, the average
fraction of link overlap begins to slowly decline. )is can be
explained by our observation that agents with a low activity
gradually make random memoryless contacts and subse-
quently join into the aggregated network [29]. )erefore,
according to the trade-off principle mentioned earlier, we
aggregate the temporal contacts in empirical datasets with
the time window corresponding to the peak point and
denote it as w0. )e time window size w0 for three empirical
datasets is selected as 1 month (Sex6yr), 1 day (MIT_RM),
and 5 minutes (School), respectively.

Data Availability

(i))e dataset of “Sex6yr” was gathered from an online forum
in Brazil from September 2002 to October 2008. Note that
although the data belong to the online survey, each record
reflects a real offline sex trading activity among the sellers and
buyers.We use the dataset after discarding the initial transient
(312 days) of community growth [38]. )e dataset is available
in [39], and more details are described in [38]. (ii))e dataset
of “MIT RM” was recorded by the Reality Mining Project
conducted by the MIT Media Lab from September 2004 to
May 2005. In the project, the subjects were required to use
mobile phones with preinstalled software, which could sample
their physical proximity via Bluetooth devices every 6minutes
and record the corresponding user tags. )e dataset is
available on the website of Reality Commons (http://
realitycommons.media.mit.edu). From the dataset, we have
removed 2 days as they are empty of human activities. We
refer to [6] for more details on the data description and
collection strategy. (iii) )e dataset of “School” was collected
in a French school on October 1, 2009, by the SocioPatterns
collaboration. )e data recorded the time-resolved face-to-
face proximity of children and teachers, with the Radio-
Frequency IDentification (RFID) device embedded in badges.
)e dataset is available on the website of SocioPatterns (http://
www.sociopattern.org/datasets), and more details are intro-
duced in [40].
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