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With the development of the digital economy, the emerging marketing strategy of the e-commerce flash sales has been changing
the traditional purchasing habits of customers. .is imposes new decision-making challenges for companies involved in flash
sales. It is important for companies to build the accurate product demand forecast analysis focusing on the characteristics of the
flash sales and customer behaviors. In this paper, VIPS (Weipinhui, a Chinese e-commerce platform) is taken as a case study with
the key focus on how sentiment factors in customer reviews affect product demand in flash sale platforms. .e paper adopts two
sentiment analysis methods based on emotional dictionaries. .e method with a higher evaluation index is adopted to integrate
the emotional factors into the autoregressive model for product demand and assessment. .e experiments prove that the
autoregressive model for integrating the sentiment factors demonstrates better forecasting performances than the models without
sentiment factors. .e experiments further confirm that when product demand for the previous two weeks and customer review
sentiment factors in the previous week are taken into consideration, demand forecast effects are most accurate.

1. Introduction

With the outbreak of COVID-19 in 2020, a new round of
industrial revolution has emerged in human society. As the
number of customers in e-commerce platforms keep
surging, traditional customer habits have also been changing
accordingly. Flash sales, originated from the French sales
platform VentePrivce.com, is a special sales platform fea-
turing the business-to-customer (B2C) e-commerce plat-
form. .e website regularly launches all sorts of famous
retail products and sells them at a relatively low discounted
price to the website members. Compared to normal online
shopping, its strong features such as limited shopping time,
quantity, and low prices are more appealing to customers
[1, 2]. VIPS (VIPS is an acronym for Vipshop Information
Technology Ltd.) is a pioneer in the domestic e-commerce
platform sector. VIPS launched the flash sales model and is

one of the most successful in operation. Since its estab-
lishment in August 2008, VIPS has been adopting the flash
sales business model featuring brand discounts, flash sales,
and authenticity guarantee. Many countries’ e-commerce
platforms have used FS platforms, e.g., HauteLook.com,
Limango, and Giltand. Brands negotiate a time period with
the platform for flash sales, where they sell products at a
lower price and restore the original price outside of the flash
sale time. For customers, such a business model mainly
demonstrates the fun of panic buying as the products are
sold in limited quantities at low prices. When customers
secure products, they crave while others fail and they will
enjoy a sense of achievement and satisfaction. So far, VIPS
boasts a total of 340million members with strong loyalty and
stickiness with a repurchase rate of above 87%. Since its
conception, VIPS has only spent three years in getting
successfully listed on the New York Stock Exchange. Up to
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now, VIPS has more than 30,000 brand suppliers in part-
nership. It is number 1 with 38.1% of the market share in the
whole Chinese online special sales market. By the third
quarter of 2019, VIPS has registered 28 consecutive profit-
making quarterly performances and broken the industry
record. .e key to VIPS’ success lies in its adoption of the
flash sales model (VIPS. About us. https://www.vip.com/
about-us).

Traditional flash sales websites (such as Gilt and Rue La
La.) do not have sections for customer reviews. In 2019, VIPS
has modified its website modules and added the customer
review module. .e online word-of-mouth effects greatly
impact customers’ decision-making, and customer reviews
stand as one of the most important formats of communi-
cation [3]. Before online shoppers make their decisions, they
usually resort to customer reviews and evaluations, as well as
horizontal comparison to identify product information on
quality so as to reduce uncertainty [4]..erefore, reviews are
regarded as one of the key drivers to future product demand
[5]. Analysis of the sentimental factors in customer reviews
is an important method to understand customer thinking.
We take the flash sales platform of VIPS as an example to
analyze how customer reviews impact flash sales’ product
demand.

To date, research on flash sales e-commerce is relatively
limited. .e literature on the flash sales e-commerce model
mainly adopts the research perspective from the customer’s,
the retailer’s, and the platform’s side. .e literature is
predominantly focused on the model’s impact on customers’
decision-making and on the exploration of the psychological
mechanism of the purchase urge. Also, there are very few
empirical sentiment analysis studies for flash sale patterns.
In addition, the research of inventory management systems
mainly focuses on optimizing models and algorithms,
considering factors such as logistics and location, and less on
considering emotional factors [6]. Using mathematical and
optimization methods, the existence of the optimal solutions
is proved, and then a simple heuristic algorithm is presented
to maximize total inventory profit and determine the best
values of variables [7] build a systematic and improved
optimization model of the supply chain inventory. .ey
proposed ant colony algorithms and fuzzy modelling [8]
develop the open-source software JSOptimizer that can be
used to optimize simulation models of complex engineering
systems built with JaamSim, and solve several instances of
the optimization problem. Zhang et al. [9] applies a
matching model of inventory control strategy for material
classification in practice, and demonstrates the applicability
and feasibility of the model. .is paper is meant to help
companies draft more accurate inventories, and restocking
plans before the flash sales kickoff to prevent customer loss
due to shortage of supply and to prevent inventory fee
increases due to overstocking.

.e research framework for this paper consists of five
parts: chapter one offers an introduction to the research
background and puts forward the research topic. Chapter
two presents the literature review and states the foundation
and bases of the research. Chapter three describes the
methods and processes for reviewing data collection, states

the data reviewing preprocessing method, and introduces
the method of word segmentation in the end. Chapter four
establishes the sentiment analysis model based on the
short-term forecast. A comparison of two dictionary-based
sentiment analysis algorithms are made to select the one
with the better evaluation index and integrate it into the
model as the sentiment factor. In the end, the short-term
forecast model is established for making forecasts and
conducting experiments and analyses. Chapter five sum-
marizes the major research conclusions, makes recom-
mendations to the platform managers and developers from
the perspective of operation management, and proposes
directions for future improvement for deficiencies in the
paper.

2. Literature Review

Currently, there is still a relatively small number of ac-
ademic researches into the flash online sales business [10].
Discovers through the empirical study that the flash sales
model can further stimulate customers’ desire to pur-
chase. .e less educated customers are more likely to
believe in the handsome amount saved, which will drive
them to place the order. A pricing strategy for factories to
offer a time-bound discount which will later expire will
create more benefits. Huang and Benyoucef [11] believe
that the flash sales e-commerce model is beneficial for
establishing brand loyalty, increasing sales, and advancing
the speed of destocking. Peng et al. [12] state that the
perceived value of a product is based on three criteria: the
function, the emotion, and the social interaction. .ey
discover that the perceived value has a positive correlation
to purchase willingness. Time pressure works on the
perspectives of perceived values emotionally and socially
to create negative impacts on purchase willingness. Fer-
reira et al. [13] forecasts a product’s future demand
through machine learning and optimizes product prices
on the flash sales platform. Zhang et al. [1] identified that
the expectations during the sales stage depend on the
reputation effect, the price for flash sales, and the in-
ventories for flash sales.

.e characteristics of a flash sales platform, such as a
discount, a quantity restriction, and a time restriction are
similar to the daily deals or deal-of-the-day promotions or
retail outlet stores. But there are some differences between
them.

(1) .e first difference is the source of the product; on
the flash sales platform, customers can buy products
from various regions, even various countries.
Groupon is a famous daily deal website. Gao and
Chen [14] said “.ese online voucher vendors sell
vouchers in specific cities at discounts ranging from
50% to 90%. .ese vouchers are typically offered by
local businesses, such as restaurants and spas.”
Krasnova et al [15] mentioned that “Deal-of-the-
Day (DoD) platforms have quickly become popular
by offering savings on local services, products, and
vacations.”
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(2) .e deal-of-the-day or daily deal more emphasizes
economies of scale; itis different from flash sales [16].
Provided that “the deal-of-the-day (or daily deal) is a
group-buying website, where buyers with similar
purchase interests congregate online to obtain group
discounts. For interested buyers to enjoy the daily
deal, the number of confirmed buyers on the par-
ticular day has to exceed the minimum required
number as indicated on each website.” On the FS
platform, the number of confirmed buyers has no
restriction.

(3) Like the daily deal website Groupon, the bricks-and-
mortar shop knows how many voucher was sold; it
equals the shop know a part of demand in advance.
But on the FS platform, the sold quantities in the FS
period are not equal to the part demand of the ricks-
and-mortar shop; it will affect only the demand of
the shop.

In conclusion, the literature on the flash sales e-com-
merce model mainly adopts the research perspective from
the customer’s, the retailer’s, and the platform’s side. .e
literature is predominantly focused on the model’s impact
on customers’ decision-making and on the exploration of
the psychological mechanism of the purchase urge. Despite
the increasing popularity of the FS in practice, the number of
literature papers on the impact of customer reviews on
customer decision-making in flash sales platforms is rela-
tively few. .is paper is developed on the foundation of
previous reviews. It adopts the perspective of flash sales
platforms, carries out empirical studies based on real sales
numbers and review data, and aims at enriching the research
content of demand forecast in flash sales e-commerce
models.

At the current stage, text sentiment analysis is an im-
portant research branch in the field of web data mining. It is
widely used in real life. Other widely used models include:
classification models [17], recommendation system [18],
customer relationship management models [19], stock
market prediction [20], social problems monitoring [21, 22],
opinion polling [23], and competitive intelligence acquisi-
tion [24]. Sentiment analysis technologies mainly include
the machine learning method and the semantic orientation
method. .e machine learning sentiment categorization
method requires a large amount of sample training in ap-
plication to set up [25]. Makes good use of theN-gramwords
and their special features. For the first time, they apply näıve
bayes, support vector, and maximum entropy into passage-
level sentiment categorization tasks. .e semantic orienta-
tion method focuses on the subtraction of sentiment words
and judgment of the sentiment polarity. .erefore, it does
not require training beforehand [26]. Stacked denoising
autoencoders (SDAs) were used to provide an infrastructure
to resolve issues of sentiment recognition from textual
contents. .e results indicate the promising capability of
SDAs to perform sentiment recognition on a multitude of
domains and languages [27]. Proposes an improved stacking
framework which contains multiple layers for predicting
whether the stock price index will increase or decrease with

respect to the price prevailing sometime earlier, if necessary,
a month [28]. Build a domain-dependent sentiment dic-
tionary, SentiDomain. .ey propose a weak supervised
neural model that aims to learn a set of sentiment cluster
embeddings from sentence global representation of the
target domain. Kumar et al. [29] propose an efficient method
for sentiment analysis by using particle swarm optimization,
which experiments show that the proposed technique out-
performs other state-of-the-art techniques. Hu and Liu [30]
judge the sentiment polarity for words selected from dic-
tionaries and complete the categorization by calculating the
weighted sum.

Up till now, barely any flash sales platforms have
launched with the customer review block. .e paper will
make use of the customer review information in VIPS and
apply the sentiment analysis method to produce a better
demand forecast. .e demand forecast model is usually
realized through an autoregressive model (Water 2004),
linear regression model [31], time series association analysis
(Chatfield 1984), Granger causality analysis [32], and
nonlinear model optimization [33]. Using the blog senti-
ment analysis to forecast box office sales [34], the autore-
gressive emotion sensitive model (ARES) was proposed.
.ey discover that the sentiment captured in the blog one
day before has the best forecasting results for the box office
sales prediction for the next day [35]. It is discovered that
when the film is released, heated discussion will take place in
the microblog platform. Later, the number of relevant blogs
will gradually decrease. .e box office returns go through
similar processes. Return on the Sunday of the release week
is usually the highest. .erefore, they construct a forecast
model based on linear regression to forecast box office return
for the week of release [36]. A linear regression empirical
study was carried out for audio, video plays as well as
electronic cameras in Amazon [31]. Forecast transmission of
infectious diseases by setting up a logistic regression model.
Using blog mention count to forecast peak sales for books
[37], we use a series of predictive classifiers such as Light
GBM, XGBoost, Logistic Regression, and Random Forest in
order to evaluate the probability of a customer entering loan
default. Gruh et al. [38] utilize time series correlation
analysis to forecast the timing advance. .ey found that
different books in the samples have different timing ad-
vances. .is may have to do with the fact that the arrival of a
book’s peak sales is subject to the occurrence of various
social events. Forecasting stock market development using
blog sentiment analysis [39], the Granger causality analysis
was applied to analyze various sentiment time series and the
Dow Jones index time series. .ey believe that the best
timing advance for the forecast is two days [40]. .e impacts
of product reviews in a competitive market were proved [41].
It is identified that the sentiment value in product reviews
has a significant impact over future product demand [42].
.e convention rate of the influence was studied from
sentiment value in online reviews.

.e above-mentioned research shows that the autore-
gressive model, as a practical model for addressing the
problem of time series, has already been widely applied to
various forecast scenarios. A short-term sentiment aware
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autoregressive model (SAAR) can be established based on
the sentiment factors and previous sales. .e paper mainly
investigates sentiment analysis methods to study social
behavior, emotional dictionaries for flash sales patterns.
Authentic product sales numbers and review data are
adopted to verify the model and guarantee authenticity and
accuracy of the research.

3. Data Collection and Data Processing

.ere are three steps for data collection and data processing:

Data collection

Review preprocessing

(to utilize web crawlers to collect review data and product
details from VIPS website)

(to preprocess the collected customer reviews, filter the 
junk messages, restructure, and collect data into quality

text corpus)

Segmentation

(to break down the review data collected to make future 
dictionary-based sentiment analysis)

.e paper uses GooSeeker as the tool for data collection
and selects the domestic appliances categories in the VIPS
platform for data mining. In every category, 2 brands from
17 types of products will be reviewed (in order to clearly
figure out what impact of consumer reviews on product’s
demand, we only consider the two brander case). In regards
to reviewing data, the collection is done in a reverse manner.
In other words, data are collected from the very day on and
backward. For each one of the products, data mining will
end when the date reaches December 30th. In total, 10,000
reviews have been collected. In terms of the product details,
the paper has collected the real-time domestic appliances
popularity ranking list from December 30th, 2019, to March
29th, 2020. Product details are collected on a regular daily
basis, which has amounted to 1547 items. .e data mining
rules in GooSeeker’s MS station have been adopted and
customized into those of VIPS’ own. For each review, the
time, customer name, customer level, and review text have
all been noted.

As many low-quality items in text reviews may affect
future analyses, five steps need to be taken in the pre-
processing stage as follows:

(1) Removing duplication: removing duplication is to
delete repetitive messages in the customer review.

.e same person may purchase multiple times in one
store, which leads to repetitive reviews. In such
circumstances, only the earliest review will be saved
and the remaining repetitive ones will be deleted.

(2) Mechanical compression: this step is to process re-
petitive parts in the sentence. In the paper, the re-
dundant part of the text is processed, mainly
centering on the beginning and the end of sentences.
For instance, in “.umbs up. Not
baaaaaaaaaaaaaaaaad.” only “bad” needs to be re-
served. Otherwise, the future sentiment value cal-
culation will not be affected. As a result, the whole
sentence is compressed into “.umbs up. Not bad.”

(3) Short sentence compression: short sentence com-
pression is mainly about deleting extremely short or
meaningless reviews. In this paper, texts with less
than five international characters are deleted. Short
sentences include sentences that are short to start
with and those that become short after mechanical
compression, i.e., those long texts featuring mean-
ingless repetitiveness.

(4) Removing emojis and emoticons: the last step is
mainly about manually deleting emojis and emoti-
cons in sentences.

(5) For Chinese sentences: segmentation will be imposed
on the word series. After segmentation, the sentence
‘I am very satisfied. Looking Good. I’m so into it.’ will
be turned into ‘/I’m/very/satisfied/, Looking/Good.
I’m/so/very/into/it.’ After removing stop-words, the
review will look like ‘Very/satisfied. Not bad/So/into
it.’

In order to judge whether there are sentiment words
contained, we need to segment every review and accu-
rately keep the keywords. Accuracy of the segmentation
means a lot to the following analysis. .erefore, the
method with better effects needs to be selected. For
Chinese sentence segmentation, many methods are
available. .is paper has resorted to ‘Jieba’ and Python’s
Chinese segmentation package and to handle reviews in
text documents. Accuracy, efficiency, generality, and
applicability are the most important factors in segmen-
tation performances. .is system offers more than 97%
accuracy [43] and features easy installation, extensive
language support, and quite a degree of popularity. After
segmentation, unnecessary words need to be removed.
Unnecessary words include prepositions, pronouns,
function words, and characters irrelevant to sentiment
analysis. After preprocessing, reviews for the 17 products
will be segmented.

.anks to ‘Jieba’ above 97% accuracy [43], the approach
is used in this paper to segment the texts. .e paper adopts
the generative model based on the Snownlp stop-word list
(https://github.com/isnowfy/snownlp). .e negative words
and degree level adverbs are filtered to generate a new stop-
word list.
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4. Sentiment Aware Model (SAM) for Short-
Term Forecast

4.1.Model Assumption. First of all, the relationship between
sentiment value and product demand in product reviews is
investigated. .e experimental data are used to test such a
correlation. .en, the model assumption is proposed.

.e paper takes the domestic appliances in the VIPS
flash sales platform as the target of research and collects
customer reviews during a designated period. However, as
there is no direct access to the sales figures, the number of
reviews published can be roughly taken as the demand for
the domestic appliances.

Here it is assumed as follows:
H1: the number of reviews for a product equals the

demand for the corresponding product.
Due to the unique nature of the flash sale platform, we

cannot see the sales quantities of the product on VIPS, and
the platform does not show bad reviews, only positive ratings
and the number of product reviews. Moreover, Park et al.
[44].found that purchasing intention increased as the
number of reviews increases. .erefore, we made the as-
sumption of H1.

Product review mining is an important application of
sentiment analysis. Scholars adopt various econometric
models and research methods to measure the enterprise
communication effects of online product reputation in
multiple dimensions. .e three most commonly used di-
mensions are volume, valence, and dispersion. Volume is
mainly referring to the number of customer reviews for a
certain product. It reflects the awareness effect of the online
reputation [45]. According to the rules of VIPS, reviews will
only be shown when the total number reaches 999.
.erefore, there is no direct access to the total review
number..at’s also why the impact of volume on sales is not
considered for now. Dispersion means the degree of com-
munication in different online communities. .e higher the
dispersion is, the greater the influence. Because this paper
only looks at the VIPS community, measuring dispersion is
not applicable. .erefore, valence is the major dimension
used to analyze the impact of online reputation on product
demand.

Valence measures the customers’ feedback on the
products in both good and bad, positive and negative ways
and is usually measured with an overall score (good-bad) or
a ratio between the good and bad (good/bad). It reflects the
persuasive effect of a product’s online reputation [46]. It is
discovered that improvement of book reviews can increase
demand for the book. In the meanwhile, drops in demand
caused by negative reviews are more prominent compared
to the increase in demand incurred by positive reviews.
Similarly, Floh et al. [47] found that the stronger a review is,
the more likely it will stimulate purchase increases or
decreases. In other words, intense positive or negative
reviews create greater influence than those with mixed
emotions.

Based on the analysis above, the following assumption is
made:

H2: a reviewer’s overall emotion (demonstrated through
written feedback) toward the product creates a positive or
negative impact on product demand.

.e demand data have been acquired for “Media 304
Stainless Domestic Electric Kettle 1512d” in 13 weeks, in 944
reviewmessages, through the web crawler technology. Using
the improved SAM, the sentiment value in product reviews
is calculated as shown in Table 1.

.e SAAR model proposed by Liu et al. [34] reveals that
the sentiment information captured in blogs can achieve the
best performance in forecasting the film box office ticket
sales for the next day. Using the number of mentions in blogs
to predict books’ peak sales volumes [38], the time series
correlation analysis was utilized to confirm the advancement
time for the prediction. .ey identify differences between
books. However, basically, the gap ranges from several days
to several weeks..erefore, the time lag is uncertain, and the
advancement is usually affected by the scope of application,
social behavior, and the method of sentiment analysis. .e
current sentiment value may have an impact on the product
demand for the next cycle. When the correlation analysis is
carried out, the impact from the sentiment value is delayed.
If it is assumed that the time lag is one cycle [34], then that
means sentiment value in the first week affects demand in
the second week, and so on so forth..erefore, the data to be
analyzed for correlation is ((x1, y1), (x2, y2), . . . , (xn, yn)),
and the formula for calculating the ratio r is shown in the
following formula:

r �


n
i�1 xi − x(  yi − y( 

������������������������


n
i�1 xi − x( 

2
. 

n
i�1 yi − y( 

2
 . (1)

In the formula, xi is the demand for week i and x is the
average demand within the observation period. yi is the
sentiment value in week i and y is the average sentiment
value within the observation period.

.e calculation results are shown in Table 2.
Such experiment results to demonstrate a strong cor-

relation between the sentiment value and demand at the 0.01
level (two sides).

Based on the analysis above, the following assumption is
made:

Table 1: Sale level and comments emotion score.

Sale level c
Week 1 70 8.58
Week 2 57 9.21
Week 3 63 9.77
Week 4 34 6.59
Week 5 38 6.67
Week 6 69 6.59
Week 7 67 11.40
Week 8 117 17.66
Week 9 109 18.15
Week 10 112 10.59
Week 11 93 9.36
Week 12 78 10.22
Week 13 87 7.35

Complexity 5



H3: current sentiment value impacts demand during the
next cycle.

4.2. Dictionary-Based Sentiment Analysis Method.
Dictionaries for emotions and degree level words have been
compiled. First of all, the Boson NLP emotional dictionary is
selected to judge the sentiment scores. Negative scores
represent more negative words. Positive scores represent
more positive words..e degree of emotions can be reflected
through the scores. Table 3 shows examples of words and
their sentiment scores based on the Boson NLP emotional
dictionary.

.is paper uses a degree level adverb dictionary and the
integrated negative word dictionary from the sentiment
analysis vocabulary (beta version) in the cnki network.
Customers often resort to degree level adverbs and negative
adverbs in expressing emotions. For instance, they may use
degree level adverbs (e.g., ‘quite’, ‘extremely’, ‘somewhat’, ‘a
little’) to emphasize the subtle differences in emotions. Also,
some negative adverbs like “not” will change the sentiment
polarity. .e sentence “she is not beautiful.” is an example.
.e degree-level word list is shown in Table 4. Based on the
relevant word information provided by cnki, a certain
weight is given to the common degree level adverbs in the
corpus. According to cnki, the degrees are categorized into
six levels: extremely (most), pretty, quite, rather, a little, and
too. .e weight given in this paper is noted as follows:

W is set as the weight of the degree level word and S as
the sentiment word value. Sentiment index is the subscript
for the sentiment word. Calculation of the sentiment degree
is as follows:

According to the above Algorithm 1, for the example of
“I’m satisfied..e look is pretty good.”.e calculation of the
sentiment in the sentence works as follows:

(1) .e words ‘satisfied’, ‘pretty’, and ‘good’ are left after
preprocessing the data and removing stop-words like
‘I’m’, ‘look’, and ‘is.’

(2) .e sentiment words ‘satisfied’ and ‘good’ have
weights of 2.84 and 2.65. .e degree level word
‘pretty’ has a degree value at 1.52.

(3) Because there is no negative word, the negative
sentiment value is 0.

(4) .erefore, the sentiment value of the sentence is
2.84 + 2.65 ∗ 1.52� 6.868.

In the end, the experiment effectiveness is evaluated.
Because the sentiment analysis software for ROSTCM6 is
based on optimizing emotional dictionaries, the accuracy is
higher than those based on word vectors or neural networks.
.is paper uses ROSTCM6 in analyzing the sentiment value
in customer reviews. For ROSTCM6 software, the experi-
ment results include positive emotion, negative emotion,
and neutral emotion. In this paper, if the sentiment value of
the sentence is greater than 0, then it means positive
emotion. If the sentiment value is less than 0, then it means
negative emotion. .e benchmark is marked out manually
based on the condition that it is all correct and does not
involve individual differences. .e closer the result is to the
benchmark, the more accurate the model proves to be.

.ree major assessment indexes are adopted here: recall,
precision, and F-measure.

(1) Recall rate: investigating the comprehensiveness of
the sentiment categorization model and reflecting
the ratio of the number of correctly identified to the
number of identified total after the experiment.

Recall rate �
correctly identified ones

identified total
. (2)

(2) Precision rate: investigating accuracy of the model
and reflecting the ratio between the number of the
correctly identified against the number that ought to
be identified after the experiment.

Precision rate �
correctly identified ones

actual total
. (3)

(3) F-measure: the harmonic mean of the two when the
recall rate and the precision rate are viewed as equals.

F − measure �
(2∗ recall rate∗ precision rate)

(recall rate + precision rate)
. (4)

.e paper experiments with 100 reviews for the first
product. From results in Table 5, it can be noted that the tree

Table 2: Correlation analysis results.

Demand Sentiment
value

Demand

Pearson correlation 1 0.721∗∗
Significance (double

tail) 0.008

Number of cases 12 12

Sentiment
value

Pearson correlation 0.721∗∗ 1
Significance (double

tail) 0.008

Number of cases 12 12

Table 3: Example of sentence sentiment score.

Vocabulary Sentiment score
Can’t turn around (hui tian Wu li) −4.74492768973
Speechless (wuyu) −3.66149641358
Anxious (ganzhao ji) −2.17885364262
No second to (buyayu) 0.858219035923
Bravo (piao liang) 2.23552351188
Super value (chao zhi) 3.44664867894

Table 4: Degree level word weights.

Degree level words Example Weight
“Most” One hundred percent and extremely 2
“Pretty” Pretty and very much 1.5
“Quite” Quite 1.25
“Rather” Rather 0.5
“A little” Not quite and a little 0.25
“Too” Too and over 0.1
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assessment indexes in the new model are all higher than
those in the original model. .e optimized model shows
significant performance improvement. .e paper adopts the
current sentiment analysis model to develop SAM based on
short-term forecasts.

4.3. Model Development. Sales data are used instead of
demand data to predict current product demand using
previous sales performances. In real life, the current sales of a
product show a certain correlation with its previous sales.
.erefore, the autoregressive model is more suitable. .e
domestic appliances in VIPS are our research object. Cus-
tomer reviews for the domestic appliances in VIPS are
collected for a certain period. As there is no direct access to
the product sales numbers, the number of reviews for a
product is taken as the approximate number of product
sales. Affected by multiple factors such as the seller prep-
aration time, the delivery speed, postponement of buyers’
feedback, and looking at the data on a daily basis, there may
be days when there are zero reviews or a huge amount of
reviews. Data with such big fluctuations are apparently not
applicable for model development. In order to reduce im-
pacts from fluctuations, we take weeks as the time series unit.
.e demand for the product over 13 weeks in VIPS is
captured as follows:

According to the autoregressive distributed lag, it is
forecasted that the demand for the domestic appliance
during the time-frame Xt requires p periods before Xt

remains stable. Otherwise, different treatment will be carried
out. As in Figure 1, the demand features prominent fluc-
tuations during different phases and different treatment is
necessary. By calculating the logarithm for each element in
the demand series xt , a new demand series yt  is pro-
duced. Please refer the following formula:

yt � log2 xt( . (5)

After processing the data, the autoregressive coefficient
must be forecasted, and then, the observed data must be fit
into a linear parameter model. In this paper, the estimate will
be carried out upon the training group by ordinary least
square. In the end, the model is used to analyze and in-
vestigate relations between demand data in different phases
to forecast current demand.

To apply the autoregressive distributed lag (ADL) model,
ADF and other relevant tests need to be passed. To secure the
stability of the data, an ADF test needs to be applied to the
new demand series. In this paper, the critical value of 0.05 is
taken as the standard. If the data fails the test, they will be
directly abandoned. After the ADF test, 12 categories of
domestic appliances pass. .e autocorrelation (AC) coeffi-
cient is to be calculated for the new demand series yt  after
the ADF test. AC coefficient between variables is needed for

(1) for screening the segmentation result, do
(2) if the word belongs to the sentiment vocabulary, then
(3) score+ � W∗ S.
(4) sentiment index+ � 1
(5) if sentiment index is smaller than the total amount of all sentiment word, then
(6) for degree level adverbs or negative words that exist between the current sentiment word and the next, do
(7) if it is a negative word, then
(8) W∗ � −1.
(9) end if
(10) if there is any degree level word, then
(11) W∗ � V

(12) end if
(13) end for
(14) end if
(15) end if
(16) end for
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Figure 1: Example of domestic appliance sales
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the model. If the coefficient is greater than 0.5, the ACmodel
should be set up. Otherwise, the data should be abandoned.
After the test of the AR coefficient, 10 domestic appliances
survive.

Besides previous sales performance of the product,
customer opinions also have influence on the current sales.
.erefore, the sentiment factor is brought in to optimize the
model. If we take Ct as the number of product reviews
during the observation period t and set the observation cycle
at one week, the average sentiment value during t period is
defined as in the following formula:

St �
c�Ct

e

Ct




, (6)

St is the average sentiment value during the observation
period t. e is the value after ROSTCM6 is used to generate
sentiment analysis. St will be integrated with the autore-
gressive model to obtain a short-term-based SAM as shown
in formula (7). In essence, it is an application of the ADL
model.

yt � 

p

i�1
θiyt−i + 

q

j�1
λjSt−j + εt. (7)

yt is the product sales as a function of time t. St is a sentiment
element function of t. q and p are parameters selected by the
users. Parameter q is selected by users, and it is sentiment
information from a few weeks ago, while p is sales infor-
mation from a few weeks ago. θi is the demand coefficient in
history, λj is the sentiment coefficient, and εt is the error
term (white noise with an average value of 0).

4.4. 4e Model Experiment Results and Analysis. .e paper
carries out the ADF test and autocorrelative examination
after data processing. It selects demand data that can be used,
which is data for ten domestic appliances in VIPS over 13
weeks and categorizes them into the training group and test
group. In the training group, the study is carried out toward
the coefficient θi (i � 1, 2, . . . , p) and λi (i � 1, 2, . . . , q) in
the model by ordinary least squares.

.e paper evaluates the model effectiveness with mean
absolute percentage error, MAPE. .e calculation of MAPE
is shown in the following formula:

MAPE �
1
N



n

i�1

tredi − truei




truei

. (8)

In the formula i is week number, (i � 12, 13, . . . , n), n is
the estimated time in total, Predi is the estimated value
obtained using the model. Truei is the actual value. .e
smallerthe MAPE is, the better the model is in making
forecasts.

.e paper conducts the ADF test using EVIEWS10. Only
those that withstand the test can be applied to the

autoregressive model with the parameters filled in place to
generate the forecast value. After processing, the MAPE
value can be generated. .e experiment is carried out on the
condition of p ∈ [1, 6] and q ∈ [1, 6]. .e combination of p

and q with the best result is selected. .e data for the first 11
weeks are taken as the training group, the data for the last
two weeks are taken as the test group, and then a forecast is
made for every domestic appliance in the two weeks test
period. First, parameter q in the optimizedmodel is fixed at 1
and tests are carried out on the condition that p ∈ [1, 6].
Results are shown in Figure 2.

As is shown in Table 6, when p equals 6 or 5, the Sam
outperforms the autoregressive model. When p equals 1, 2,
3, and 4, the forecast effect is even more prominent. It shows
certain relations between the forecast effect and the senti-
ment factors.

When p equals 5, the effect of the SAM is not easily
observed. When p equals 6, the autoregressive model has
better performances than the SAM. When p equals 5 and
6, the average value of MAPE in the SAM is bigger than
that in the autoregressive model. .is might be a result of
influence from sentiment words in the reviews. In the
autoregressive model, the MAPE values for products at 2,
7, and 8 are about 7% lower than those in the independent
ARmodel. Upon observation of the data, neutral emotions
take up 1/3 of the total, accounting for quite a prominent
percentage. .e major reason is that within a certain cycle
t, and the neutral emotions contained in sentiment values
in product reviews only increases the number of reviews.
It is for sure that the ultimate sentiment information will
be weakened. However, in real life, the neutral reviews
often contain relatively complicated messages, details of
which cannot be easily processed, and generate biased
results.

When p equals 2, effect of parameter q on the model is
shown in Figure 3. .e result shows the worst performance
of the model when q equals 1. .at means that the sentiment
information in reviews published one week before has the
best effect for forecasting demand.

Figure 4 shows the overall situation for ten different
electronic products. It can be noted from the figure that, in
the autoregressive model and the SAM, when p � 2 and
p � 6, the best and worst cases, respectively, happen. It
means the selection of p itself also affects accuracy of the
model. If the value of p is too small, the hidden relationship
between numbers can be easily ignored. However, when the
value of p is too big, there will be too much distracting data.
In the experiment, when p � 2, the best effect is achieved,
which means sales of a certain week is affected by sales of
the previous two weeks. It has to do with the time and
frequency of flash sales..e research object of the paper has
been arranged for flash sales promotion in weeks 6 and 7
and weeks 10 and 11. Sales performances in the week before
flash sales and in the first week during flash sales both have
impacts on sales in the second week during the flash sales
period. .at means the reputation of the product itself and
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Figure 2: Experimental results of appliances sales forecast, (a) results of sales information one week ago, (b) results of sales information two
weeks ago, (c) results of sales information three weeks ago, (d) results of sales information four weeks ago, (e) results of sales information five
weeks ago, and (f) results of sales information six weeks ago.
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the format of flash sales are both influencing factors. For
products with a good reputation, when the flash sales
season comes to the end, customers will feel the time
pressure and get further stimulated to purchase. For
products with a bad reputation, a joint effect can still be
noted when the flash sales period is about to end. Fur-
thermore, the sales performance in the first and second
week during the flash sales period also affect sales per-
formance during regular time.

.e experiment result shows that sentiment infor-
mation can affect demand. When the sentiment factors are
considered in the autoregressive model, the forecast ef-
fects register a prominent improvement. In inventory
management, the forecast can be utilized to predict the
number of orders for the next cycle to control an en-
terprise’s overall stock and purchase numbers and to
reduce the inventory cost. Regarding sales management,
the forecast model should be first used for prediction. If
huge fluctuations are identified, it is highly likely that
certain sales strategies have been applied to competitive
products. .e use of the model is beneficial for the
company as it can adjust the product price based on the
competitive prices in a timely manner.

5. Discussion and Conclusions

.e paper takes the VIPS as the object of research and
prioritizes investigating how sentiment factors in customer
reviews affect demand forecasts for products in the flash
sales platform. .e contribution of the paper is mainly
summarized in the following three aspects:

(1) Based on the authentic sales data and review data
from the flash sales platform, explorations are made
regarding influencing factors on customer behavior
in flash sales platforms. Correlation between senti-
ment factors and demand is proved through solid
experimental results.

(2) A science-based analysis framework is offered to
enterprises when they establish sentiment-oriented
analysis model for product sales. .e paper has
adopted theories and methods related to a senti-
ment analysis and implemented sentiment mining
on customer review data. Considering the special
words and factors that may affect the customers’
reviews sentiment analysis results, text data have
been converted to numerical data to improve the
original sentiment analysis model and increase its
accuracy.

(3) Investigations are carried out to use the flash sales
model in the correct way to forecast demand and
enhance enterprise performances, especially for in-
ventory optimization. .e experiment has proved
that the autoregressive model, which integrates the
sentiment factors’ features, leads to better forecast.
Furthermore, the autoregressive model has best
performances in terms of demand forecast, driven by
customers’ sentiment factors, when the forecast is
targeted at one or two weeks beforehand.

As for future research, the following is proposed:

(1) .e Internet catchphrases and emojis have already
been quite pervasive in nowadays reviews, which can
also demonstrate the emotional attitude of the
customers. .e paper does not have dedicated re-
search into emojis and only filters the relevant

Table 5: Comparison of evaluation indexes.

Original model Optimized model
Recall (positive) 0.87 0.95
Precision (positive) 0.76 0.91
Precision (negative) 0.31 0.53
Precision (negative) 0.50 0.69
Recall 0.59 0.74
F (positive) 0.81 0.93
F (negative) 0.38 0.60

Table 6: Analysis of experiment results.

p

Percentage of SAM
outperforming auto regressive

model (%)

Average MAPE value in SAM
against that in auto regressive

model
1 80 0.85
2 80 0.85
3 90 0.83
4 90 0.80
5 60 1.01
6 50 0.97
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Figure 3: Effect of parameter q on model.
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Figure 4: Result of comparative experiment.
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information. In later stages, sentiment analysis can
be carried out for both the trendy phrases and
emojis.

(2) .e quality of reviews is not taken into consider-
ation, and the false reviews cannot be fully filtered.
.erefore, the authenticity of the reviews can further
be improved. In later stages, customer levels and
thumbs-up numbers for reviews can also be con-
sidered to optimize the model.

(3) .is paper adopts the time series data. However, the
future study can resort to panel data and select
multiple factors to establish the model for the em-
pirical study of product demand.
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