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To better reflect the precise clustering results of the data samples with different shapes and densities for affinity propagation
clustering algorithm (AP), an improved integrated clustering learning strategy based on three-stage affinity propagation algorithm
with density peak optimization theory (DPKT-AP) was proposed in this paper. DPKT-AP combined the ideology of integrated
clustering with the AP algorithm, by introducing the density peak theory and k-means algorithm to carry on the three-stage
clustering process. In the first stage, the clustering center point was selected by density peak clustering. Because the clustering
center was surrounded by the nearest neighbor point with lower local density and had a relatively large distance from other points
with higher density, it could help the k-means algorithm in the second stage avoiding the local optimal situation. In the second
stage, the k-means algorithm was used to cluster the data samples to form several relatively small spherical subgroups, and each of
subgroups had a local density maximum point, which is called the center point of the subgroup. In the third stage, DPKT-AP used
the AP algorithm to merge and cluster the spherical subgroups. Experiments on UCI data sets and synthetic data sets showed that
DPKT-AP improved the clustering performance and accuracy for the algorithm.

1. Introduction

Clustering analysis is an important research direction in the
field of data mining. /rough analyzing the internal
structure information and spatial characteristics of massive
data samples, the demand information can be obtained.
Based on the advantages in data processing, clustering
analysis is widely used in various fields of society. For ex-
ample, clustering analysis can be used to identify viruses
from a large number of virus research data; in artificial
intelligence, it can be used for face recognition, fingerprint
recognition, and other pattern recognition functions; in
financial stock market, clustering analysis could be used to

predict stock trends and so on. /erefore, how to improve
the clustering method for meeting the research needs with
massive data, obtain more accurate clustering results, and
meet the demand-oriented user groups in the current society
have become a hot issue and a key problem which need to be
studied urgently by scholars all over the world [1–4].

In 2007, the American researchers put forward a novel
clustering learning method named affinity propagation
clustering algorithm in Science. /e algorithm solves the
problem of choosing the initial class representative point in
the early stage of clustering. At the same time, there is no
need to specify the clustering center, which largely avoids the
risk that the algorithm will lead to local optimization due to
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the improper selection of parameters. However, the original
AP algorithm still has some drawbacks as follows: it is unable
to accurately deal with high-dimensional data, it needs to
manually set the corresponding parameters, for some spe-
cific data types, it cannot accurately identify the data internal
structure, and so on.

In this paper, in order to improve the clustering accuracy
and clustering performance of the AP for the data with
different structures and different sizes, in the AP algorithm,
it introduced the density peak clustering theory and k-means
algorithm and proposed the three-stage affinity propagation
clustering algorithm based on combination optimization of
density peak theory and k-means algorithm. /e processes
are listed as follows:

(1) /is paper firstly used the density peak clustering
algorithm to obtain the local density ρ and δ values
and selected the values of (ρ∗δ) which are ranked in
descending order, and the selection quantity of the
(ρ∗δ) value is k.

(2) /e k-means algorithm was used to carry on the
secondary processing of data, through the DP al-
gorithm determining the k clustering centers, and
the data sample was divided into k subgroups

(3) /rough AP clustering the subgroups, the new class
label of the center point in a subgroup would be
assigned to the other element point in the subgroup.

2. Related Works

With the arrival of the era of big data, the AP algorithm has
become a very competitive clustering method in the field of
data mining, and the applications of the AP algorithm are
implemented in many different fields, for example, scholar
E. Graham utilized the AP algorithm to propose a novel
unsupervised clustering method in the microbial assemblies
field [5]. Wang and Cheng introduced the affinity propa-
gation to resolve the data-driven resource management issue
for ultradense small cells [6]. Zhou and Xu combined the AP
theory to resolve the issues of segmentation stability in the
image segmentation field [7]. Aizpurua and Koutstaal uti-
lized the affinity propagation clustering algorithm to re-
search new index of semantic short-term memory and
obtained better progress [8]. At the same time, scholar Chen
et al. proposed a novel method for stability-based preference
selection based on the AP algorithm [9]. Chinese scholars
Zhang et al. extended the AP in a principled way to solve the
image clustering problem and proposed the unsupervised
image clustering method, which obtained the better result
[10]. Ding et al. proposed a derived clustering algorithm for
mixed-type data employing fuzzy neighborhood [11]. In the
biology field, the scholar introduced the AP into the field of
neuroscience data mining [12], etc. Also, in the other fields, a
substantial number of scholars combined the affinity
propagation clustering algorithm theory to handle the
complex issues, including the tumor classification problem
[13] and urinary-tract symptoms [14]. Because of the ad-
vantages of the AP, the application of the AP was accepted by
numerous academics, and they introduced the theory of the

AP into their research field to improve their original re-
search results.

At the same time, in the original AP algorithm, there is a
very important concept which is the similarity. And, it
stipulates the Euclidean distance as the similarity calculation
method for any two data samples. However, the Euclidean
distance indicates the straight-line distance for any two
points in a sample space. In view of the drawback of the
Euclidean distance, when the AP algorithm analyzed the
data set with intricate data framework, it cannot calculate the
relevant precise similarity for the data points and finally
obtain the inaccurate clustering result [15].

Given the similarity issue of the AP algorithm, many
scholars proposed some different improvement algorithms.
For example, Wang et al. altered the structure of the original
algorithm to propose a novel self-adaptive affinity propa-
gation clustering algorithm based on density peak theory
and weighted similarity (DPWSAP). In the improved al-
gorithm, it constructed a density attribution for the AP.
/rough weighting the density attribution and distance
calculation method, the DPWSAP improved the similarity
calculation accuracy, and finally, it obtained more accurate
clustering results [16]. Wang et al. utilized the structure
similarity to alter the original similarity calculation method
to propose an adaptive semisupervised affinity propagation
clustering algorithm (SAAP-SS). It started from the per-
spective of semisupervision, through the structure similarity,
to handle a nonlinear, low-rank representation problem,
then to improve the similarity calculation for data points,
and finally to obtain the better clustering performance [17].

As it is known to all, there are two important parameters
in the AP algorithm, including the preference and damping
factor λ, and each parameter plays a momentous role in the
clustering process. /e preference determines the final
clustering numbers of the algorithm; when the value is
selected higher, the final clustering number will be greater;
also, when the value is selected smaller, the final clustering
number will be fewer. For the clustering consequence, the
suitable value of preference is more important. In view of this
parameter, scholar Wang et al. proposed a density propa-
gation-based adaptive multidensity clustering algorithm
(DPAM), and the algorithm utilized a density propagation to
reduce the impact of the parameter value and achieve the
optimal clustering results [18]. Also, for the damping factor
λ, the parameter can influence the convergence performance
of the AP algorithm. In the clustering process, the suitable
value of the damping factor can avoid the local optimal
circumstance, in view of the different convergence speed of
searching the clustering center in different stages; therefore,
the value of the dynamic damping factor is very important.
Considering the situation, Wang et al. combined the density
peak algorithm and cut-off distance theory through these
two theories to control the damping factor and improve the
convergence performance of the original algorithm [19].
Wang et al. introduced the gravity concept to propose af-
finity propagation clustering algorithm based on gravity
theory (GAP). GAP constructed a novel clustering method
under the physical perspective. On the one hand, it im-
proved the accuracy of similarity calculation for data points;
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on the other hand, because of the improvement of algorithm
structure, the GAP can control the convergence process of
the algorithm well, and it reduced the impact of damping
factor and improved the final clustering results [20].

From the above AP application and improved algorithms,
we can learn that though the AP algorithm possesses the better
application prospect, it owns some defects. /e scholars in-
troduced other research theories to improve the AP. However,
these improvements have not changed the recognition per-
formance on the data with different structures. /ey just made
the AP obtain the relevant accurate clustering numbers. For the
data samples with different shapes and densities, they could not
obtain the better clustering result yet. Consequently, in order to
improve the clustering accuracy and clustering performance of
the algorithm for the data with different structures and different
sizes, this paper introduced the DP algorithm and k-means
algorithm and used three stages to cluster the data sample, and it
improved the accuracy and efficiency compared with the
original AP [21–24].

3. Theoretical Basis

3.1. Density Peak Clustering Algorithm. In 2014, the density
peak clustering algorithm (DP) was proposed in Science ,
and compared with the early diversity clustering algorithms,
the DP arose with a considerable breakthrough, and it
greatly improved the performance of clustering algorithm
[25]. In the literature [25], there are some merits in de-
termining the final clustering centers. /rough introducing
the concept of cut-off distance and local density, the DP
could apply to analyze the data samples with different types
relatively better, including different densities and different
shapes. And, the two parameters play the more important
role in the clustering process. /ere are two assumptions
making the DP effective [25]:

(1) /e cluster center points are embraced by adjacent
points with low local density

(2) For the data points with a larger local density, there is
a relatively long distance between any two points

In the DP algorithm, a scientific cut-off distance dc is
adopted to calculate their local density ρ for sorting these
density values in the descending order as follows [25]:

dij � dist xi, xj ,

ρi � 
j

χ dij − dc ,

ρi � 
j≠i

exp −
dij

dc

 

2
⎛⎝ ⎞⎠.

(1)

When the algorithm creates the decision graph, there is a
formula as follows:

δi � minj: ρj>ρi
dij . (2)

Formula (2) represents the minimum distance between
the data point i and sample point with higher density. /e

decision graph is generated according to the ρ value and δ
value which are obtained in the definition. As shown in
Figure 1 [25], this is the distribution of data point with
density size. And, in Figure 2 [25], the data point 10 and data
point 1 have relatively high distance and local density at the
same time, so they are clustering centers. However, the data
points 26, 27, and 28 have relatively high distance, but the
local density is smaller, so they are called outliers. For regular
data points, the DP algorithm categorizes them into the
category of the closest class center, that is, denser than theirs.

3.2. K-Means Algorithm. /e k-means algorithm takes k as
the parameter and divides n data objects into k classes. /e
data objects in each class have high similarity, but the
similarity between different classes is relatively low. Simi-
larity is calculated by calculating the average value of a data
object in a cluster, and the definition of similarity is the key
to division. /e basic idea of the k-means algorithm is to
randomly select k objects as the initial clustering center
among n data objects; then, according to the principle of
minimum distance, the distance from each data object to the
clustering center is calculated and assigned to the nearest
cluster. /en, the average value of each cluster is recalcu-
lated, and the convergence function is calculated until the
center of each cluster no longer changes, and finally, the
algorithm is terminated. Otherwise, the above process is
repeated. /e process of the k-means algorithm is shown in
Table 1.

3.3. Affinity PropagationClusteringAlgorithm. /e core idea
of the AP algorithm is to treat all sample points as potential
class representative points and to minimize the decision
function through the continuous transmission of two kinds
of information: availability and responsibility so that the
sample similarity within the cluster is the largest, and the
sample similarity between different clusters is the smallest.
Assume {x1, x2, . . ., xn} to be a finite data set of the pattern
space Rn, where xi (i could have values of 1, 2, ... , ...) is a point
composing of n-dimensional attributes, in a vector space.
/e similarity between any two samples s (i, k) is measured
by a negative Euclidean distance [26] and is shown as
follows:

S(i, k) � − xi − xk

����
����. (3)

In the clustering process of the AP algorithm and before
the two important information iterations, it needs to de-
termine the value of parameter preference, which is s (k, k).
/is algorithm considers that the larger the value of the s (k,
k), the more likely its corresponding point k is selected as the
class representative point. In other words, the number of
final clustering classes could be affected by the preference
value. /e affinity propagation clustering algorithm initially
assumes that all data points could be chosen as potential
class representative points with the same possibility, which is
setting all s (k, k) to be the same preference value. Different
preference values could result in different clustering results.
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Generally, the AP algorithm selects the median or minimum
value of similarity matrix to be the preference value [26].

/e AP algorithm has two important information, which
are the responsibility (r (i, k)) and availability (a (i, k))
mentioned above, and each kind of information is a com-
petitive way of different representative points. /ey prop-
agate continuously between any two data points and finally
obtain a more reasonable clustering result. /e responsibility
and availability are constantly searched for in order to select
suitable class representative points. For any sample point, in
any iterative update stage, these two kinds of information
together determine a certain sample point as a class rep-
resentative point and which sample points belong to this
class representative point. /e iterative process of AP al-
gorithm is actually the process of responsibility and avail-
ability alternatively updating the information. Responsibility
indicates that the data point i sends the information to
candidate class representative points k, reflecting the ac-
cumulated evidence of point k as cluster center of point i. At
this time, there are many data samples competing with k
point as the class center representative points of data point i.
Responsibility is the information matrix which is established
to select a final potential clustering center. Availability in-
dicates that the candidate class representative point k sends
the information to data point i, reflecting the accumulated

evidence of the possibility for data point i selecting point k as
its cluster center. Also, there are other points selecting the
candidate class representative point k as their cluster center,
and availability is also the information matrix which is
established for this competitive mechanism [26].

At the beginning, assuming the value of a (i, k) equal to 0,
two information updates are as follows:

a(i, k)←
min 0, r(k, k) + 

i’s.t.i’ ∉ i,k{ }

0, r i
’
, k  

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
i≠ k



i’s.t.i’≠k

0, r i
’
, k   i � k

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

,

r(i, k) � s(i, k) − max
k′s.t.k′ ≠ j

a i, k
′

  + s i, k′(  .

(4)

/rough the updating iteration process of two kinds of
message, responsibility and availability, between data sample
points, the decision matrix E determines k as the final class
representative point and is as follows:

E(k) � argmax
k

(a(i, k) + r(i, k)). (5)

/e whole affinity propagation clustering algorithm can
use the computer to calculate the two important similarities
quickly and then obtain some reasonable numbers of
clustering class. /e above formulas determine any data
sample point i could be the possible class center point in the
case of the point i equal to point k. Also, the algorithm will
eventually terminate because two kinds of information,
responsibility and availability, are less than a certain
threshold, or the local iteration situation does not change.

On the contrary, an important parameter, which is
named as damping factor λ, is introduced in the updating of
the affinity propagation clustering algorithm to avert nu-
merical oscillation. During iteration, the renovating results
of r (i, k) and a (i, k) can be obtained by computing the
previous iteration results in each cycle iteration. Damping
factor influences the convergence performance of the AP
algorithm. When the number of classes generated by the AP
algorithm continuously oscillates during iteration and
cannot converge, increasing the damping factor can elimi-
nate this oscillation./e range of damping factor values is [0,
1], and the default value is 0.5. /e iteration process is as
follows:

r
(t+1)

(i, k)← (1 − λ)r
(t+1)

(i, k) + λr
(t)

(i, k),

a
(t+1)

(i, k)← (1 − λ)a
(t+1)

(i, k) + λa
(t)

(i, k).
(6)

4. Research Method

In order to improve the clustering accuracy and clustering
performance of the algorithm for the data with different
types and different sizes, this paper introduced the DP al-
gorithm and K-means algorithm into the AP algorithm and
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Figure 1: /e distribution of the data point with density size.
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Figure 2: Information transfer between data points.
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used three stages to cluster the data sample [27–32]. And, the
stages are as follows:

(1) In the first stage, the clustering center point was
selected by density peak clustering. Because the
clustering center is surrounded by the nearest
neighbor point with lower local density and has a
relatively large distance from other version points
with higher density, it could help the k-means al-
gorithm in the second stage avoid the local optimal
situation. /e process is as follows:

/e DP algorithm, firstly, coped with the data sample and
obtained the local density ρ and δ values of each point. At the
same time, the paper calculated the value of (ρ∗δ) and ranked
the product value in descending order. According to the theory
of the DP algorithm, the greater the product value is, the more
likely the point is to become a class center. /us, the paper
selected the K-potential class centers by the product value from
large to small.

(2) In the second stage, the k-means algorithm was used
to cluster the data samples to form several relatively
small spherical subgroups. Each subgroup has a local
density maximum point, which is called the center
point of the subgroup. /e process is as follows:

Assume P� {p1, p2, p3, ... , pn} is the data point set and
G� g1, g2, g3, . . . , gk  is the K subgroups which are obtained
by the k-means algorithm./e value of K is from the first stage,
and the center point of each subgroup is actually the potential
clustering center point which is selected in the first stage.
DK� {D1, D2, D3, ... , Di, ... , Dk} is the distance matrix, which
indicates the distance between the elements in the subgroup and
theK center points./ere areK columns and nk rows in theDk.
nk is the number of elements of column j and also is the number
of the elements in subgroup gk. /e paper made the distance of
any two subgroups as follows:

distance gi, gj  � min min Dij( , min Dji  . (7)

In formula (7), Dij is the all value of the column j in
distance matrix Di; Dji is the all value of the column i in
distance matrix Dj, and nj is the number of elements of
column i. /is paper used the distance which is defined in
formula (7), rather than the distance between the any two
center points. /e calculation method is to find classes with
nonconvex shapes, and formula (7) could provide more
information about the compactness of two subgroups.

(3) In the third stage, because the AP algorithm is
suitable for dealing with spherical data sets, based on
this, the paper used the AP algorithm to merge and

cluster the spherical subgroups formed in the second
stage and finally realized the clustering analysis
process of data samples. Experimental results show
that the clustering accuracy of the DPKT-AP algo-
rithm is obviously improved, and the clustering
effect is better. /e process is as follows.

/e AP algorithm used the distance between any two
subgroups as the similarity calculation method:

S(i, j) � distance gi, gj . (8)

/e process of the DPKT-AP algorithm is in Table 2.

5. The Analysis of Simulation Experiment

To test the feasibility and effectiveness of the DPKT-AP
algorithm, this paper compared it with the k-means, AP
algorithm, and DP algorithm in three UCI data sets and two
synthetic data sets listed in Table 3.

For proving the clustering accuracy of the developed
DPKT-AP algorithm, this paper selected the three different
algorithms which are the k-means, DP algorithm, and AP al-
gorithm to compare with the DPKT-AP algorithm. According
to the different densities and the different characteristics of the
data sets to verify the clustering accuracy for the improved
algorithm, we could use the clustering result to reflect the
advantage of the DPKT-AP algorithm. /e simulation exper-
iment of the k-means, DP, original AP, and DPKT-AP algo-
rithm was, respectively, tested in 5 different data sets.
Comparing the four different clustering results, the following
figures are clustering results. /e paper could obviously obtain
that through the three-stage clustering, and the DPKT-AP al-
gorithm can obtain more accurate clustering numbers.

/e subgroup center point of five different data sets is
shown Figure 3, and as shown from Figures 4–8, the proposed
DPKT-AP algorithm and the DP can aggregate clusters with
varying structures and varying densities. /e k-means and
original AP algorithms cannot obtain the accurate clustering
results. Flame and Aggregation belong to different structure
data sets; Jain, D1, and D2 belong to different density data sets.
For Flame andAggregation data sets, theDPKT-AP andDP can
detect classes of different shapes, and their results are almost the
same./e original AP and k-means performed worse on Flame
and Aggregation data sets. As for the original AP, no matter
how it adjusts its parameters, it cannot find the correct clus-
tering numbers onAggregation data sets.More importantly, the
results obtained by the AP are sensitive to the parameters
Preference and Damping Factor, and the better results need to
be carefully adjusted. For Jain, D1, and D2 data sets, they are
made up of clusters of different shapes and densities. /e
DPKT-AP and DP found the correct clustering numbers on

Table 1: /e process of the k-means algorithm.

Step 1: randomly select k objects as the initial clustering center among n data objects
Step 2: according to the principle of minimum distance, the distance from each data object to the clustering center is calculated and
assigned to the nearest cluster
Step 3: the average value of each cluster is recalculated, and the convergence function is calculated until the center of each cluster no longer
changes
Step 4: when the cluster center does not change, the algorithm is over; otherwise, it will turn to Step 2

Complexity 5



three data sets and almost obtained the same results. For D1
data set andD2 data set, the original k-means can get the correct
clustering number; the AP could obtain the 3 classes and 5
classes, but they could not obtain the accurate sample data
points’ allocation. For Jain data set, the k-means algorithm
could obtain the 2 classes, but the AP obtained the result with 3.

In this paper, in view of improving the clustering accuracy
for the AP algorithm, it introduced the DP clustering and
k-means algorithm into the original AP algorithm./e DPKT-
AP combined the advantages of the DP, which is that the DP
algorithm could find the center point quickly, and it has a
relative advantage in identifying data with different sizes,
densities, and shapes. And, the k-means could analyze the raw
data to form spherical subgroups. From the above results, the
proposed DPKT-AP algorithm obtains more improvements
which are compared with the original AP algorithm. And, these
improvements are mainly for the first two stages of the clus-
tering process.

/is paper used four different external evaluation
methods to analyze the clustering performance of the
compared algorithms, including Jaccard coefficient, Rand
index, FM index, and F1 index. And, there are the following
formulas of the four different evaluation methods [16, 20]:

M � a + b + c + d �
N(N − 1)

2
. (9)

In formula (9), a indicates the amount of data entity pairs
which belong to the same class in the clustering results, but
belong to different classes in the real structure; b indicates the
amount of data entity pairs which belong to the same class in the
clustering results and also belong to the same class in the real
structure; c indicates the amount of data entity pairs which
belong to different classes in the clustering results, but belong to
the same class in the real structure; d indicates the amount of
data entity pairs which belong to different classes in the clus-
tering results and also belong to different classes in the real
structure; N indicates the amount of all data entities [16, 20].

(1) Jaccard coefficient:

J �
a

a + b + c
. (10)

(2) Rand index:

R �
a + b

M
. (11)

(3) FM index:

FM �

���������
a

a + b

a

a + c



. (12)

(4) F1 index:

P � precision(i, j) �
Nij

Ni

,

R � recall(i, j) �
Nij

Nj

.

(13)

In formula (13), Nij is the amount of classified i in cluster
j; Nj is the amount of cluster j; Ni is the amount of classified i
[16, 20]:

F1 �
2PR

P + R
. (14)

/is paper utilized these evaluation indicator formulas to
compare the AP, k-means, DP, and DPKT-AP algorithm. /e
result showed that the DPKT-AP algorithm is better among the
four evaluation indicators. From Tables 4–7, there are evalu-
ation results about the validity of the algorithm. /e effec-
tiveness of the algorithm evaluation results are listed in the
following tables. From these four evaluation result tables, we can
also get that the DPKT-AP algorithm can cluster data more
accurately than the k-means algorithm and original AP algo-
rithm, through the combination of the advantages between the
k-means algorithm and DP algorithm. When the DPKT-AP
processes data of different shapes and densities, it could obtain
an apparent improvement of clustering performance, which is
compared with the original AP, and it proves the theoretical
feasibility for the DPKT-AP.

Table 2: /e process of the DPKT-AP algorithm.

Input: similarity matrix S (i, j), cut-off distance dc value, and initial parameter k
Output: final cluster number, division result C� {C1, . . ., Ck}, and the value of the evaluating indicators
Step 1: select dc value
Step 2: density peak algorithm is used to calculate the local density ρ value and δ value
Step 3: according to the local density ρ value and δ value, the DP algorithm is used to get the initial clustering center point
Step 4: using the k-means algorithm to iterate the data sample and obtaining the several relatively small spherical subgroups, each subgroup
has a local density maximum point, which is called the center point of the subgroup
Step 5: run the AP algorithm to go to the third stage of the clustering process, and use the evaluating indicators to evaluate the effectiveness
of the algorithm

Table 3: /e different data sets.

Data set Sample number Dimension Class number
D1 87 2 3
D2 85 2 4
Jain 373 2 2
Flame 240 2 2
Aggregation 788 2 7
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Figure 3: /e subgroup center point of five different data sets.
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Figure 4: Continued.
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Figure 4: /e clustering results of D1 data set in four different algorithms. (a) /e result for the k-means. (b) /e result for the AP. (c) /e
result for the DP. (d) /e result for the DPKT-AP.
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Figure 5: /e clustering results of D2 data set in four different algorithms. (a) /e result for the k-means. (b) /e result for the AP. (c) /e
result for the DP. (d) /e result for the DPKT-AP.
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Figure 6: /e clustering results of Jain data set in four different algorithms. (a)/e result for the k-means. (b)/e result for the AP. (c) /e
result for the DP. (d) /e result for the DPKT-AP.
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Figure 7: Continued.
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Figure 7: /e clustering results of Flame data set in four different algorithms. (a) /e result for the k-means. (b) /e result for the AP.
(c) /e result for the DP. (d) /e result for the DPKT-AP.
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Figure 8:/e clustering results of Aggregation data set in four different algorithms. (a)/e result for the k-means. (b)/e result for the AP.
(c) /e result for the DP. (d) /e result for the DPKT-AP.
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6. Conclusion

/e outstanding contributions of this paper include combining
the advantages of the DP algorithm and k-means algorithm
with the original AP algorithm and proposing the improved
integrated clustering learning strategy based on three-stage
affinity propagation algorithm with density peak optimization
theory (DPKT-AP). DPKT-AP has the advantage of high
clustering accuracy. In view of that, the AP algorithm was
suitable for processing spherical data, the DPKT-AP obtained
the subgroups with spherical structures in advance by using the
DP and k-means algorithms, and finally, the clustering process
of the AP was carried out. /us, better clustering results are
obtained. Simulation results demonstrate that the DPKT-AP
algorithm can reduce the difficulty of the clustering process for
different size, structure, and density data sample and improve
the clustering performance. Compared with the traditional

algorithm, the proposed algorithm has obvious advantages. Of
course, there are still some limitations in the proposed DPKT-
AP, for example, higher time cost due to number of iterations
and insufficient ability to identify outliers. In the future work,
with regard to the situation that the clustering effect of high-
dimensional data is weaker than the counterpart of lower-di-
mensional data and the remaining limitations, wewill introduce
a function which combines the density with distance or change
the distance calculation method for the further study [32–37].
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