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With the rapid growth of information technology and sports, analyzing sports information has become an increasingly chal-
lenging issue. Sports big data come from the Internet and show a rapid growth trend. Sports big data contain rich information such
as athletes, coaches, athletics, and swimming. Nowadays, various sports data can be easily accessed, and amazing data analysis
technologies have been developed, which enable us to further explore the value behind these data. In this paper, we first introduce
the background of sports big data. Secondly, we review sports big data management such as sports big data acquisition, sports big
data labeling, and improvement of existing data. )irdly, we show sports data analysis methods, including statistical analysis,
sports social network analysis, and sports big data analysis service platform. Furthermore, we describe the sports big data
applications such as evaluation and prediction. Finally, we investigate representative research issues in sports big data areas,
including predicting the athletes’ performance in the knowledge graph, finding a rising star of sports, unified sports big data
platform, open sports big data, and privacy protections.)is paper should help the researchers obtaining a broader understanding
of sports big data and provide some potential research directions.

1. Introduction

)e era of big data has brought an unprecedented impact on
the development of the sports industry. Big data services
closely related to it, including exercise performance, health
data, training statistics, and analysis, can effectively help
athletes in daily training and developing game strategies and
are becoming an indispensable means for winning com-
petitions [1–4]. Advanced big data technique has brought
about the changes in the sports field. )e proliferation of
sports data has generated new opportunities and challenges
in the field of sports big data [5, 6]. Sports big data is the
product of the development of the Internet and sports. )e
McKinsey Global Institute gives the concept of big data,
which includes four characteristics: volume, variety, velocity,
and value [7]. Drawing on the definition of big data given by
the McKinsey Global Institute sports big data can be defined
as a sports data collection that is so large that it can acquire,

store, manage, and analyze far beyond the capabilities of
traditional database software tools, including five features:
volume, variety, velocity, veracity, and value (see Figure 1).

Hundreds of millions of sports data are generated each
day from millions of schools, various events, and commu-
nities, representing the volume feature [8–10]. )e velocity
feature can be reflected by the growth rate of sports data.)e
variety of sports big data stems from the fact that it contains
various entities and relationships, which makes sports big
data systems more challenging (see Figure 2). Among them,
the representative processing includes name disambiguation
and data duplications. )e variety feature of sports big data
mainly contains the following aspects: (1) physical fitness
such as height, weight, vital capacity in the physical function
category, as well as the 50-meter run and sitting posture in
the physical fitness category; (2) physical exercise behaviors
such as running, basketball, tennis, table tennis, football,
archery, rowing, swimming, skipping rope, and their
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behavior trajectory; (3) personal information (gender, age,
ethnicity, birth date, language, school, province, and family);
(4) various competition results. One of the most important
features of sports big data is its value. At present, research
related to sports big data has attracted the attention of re-
searchers, including evaluation (evaluating player perfor-
mance, evaluating student physical fitness, and evaluation of
coaching results) and prediction (predicting player perfor-
mance and predicting student physical fitness) [11–13].

Exploring sports big data can provide great benefits for
popular sports, school sports, and competitive sports
[14–17]. For example, through the management and analysis
of athletes’ usual physical fitness and athletic performance, it
is possible to predict potential athletes. )e results of these
data analyses provide a favorable basis for decision-makers
in the allocation of funds for athlete training. )e basic
motivation is to mine knowledge from sports big data to
provide better sports services for athletes, coaches, com-
petition-related decision-makers, and the public. In addi-
tion, some typical big data services such as exercise
performance, health data, training statistics, and analysis can
effectively help coaches and athletes in daily training and
customizing game strategies and play an immeasurable role
for winning competitions [18].

Sports big data analysis aims to solve the problems in
sports science by relying on data mining, network science,
and statistical techniques [19–23]. Sports big data analysis
focuses on the discovery of the value of data and provides
valuable information resources for enterprises and man-
agers. )is valuable sports information is finally displayed
through visualization. For instance, the American Men’s
Professional Basketball League has established a complete
data analysis system. )ey face large-scale, fast-changing,
and diverse sports big data. )ey use sports big data to
evaluate athletes and formulate new strategic plans. It is
worth mentioning that they track the movement trajectories
of players, referees, and the ball and then establish dynamic
evaluation indicators and convert these data into valuable
information. )is has become a professional basketball team
to win the game, evaluate players, and optimize offense and
defense [24]. Different data mining methods have been

applied to uncover hidden relationships, patterns, and laws
in sports big data [25–27]. Due to the increasing sports data
volumes and various types of sports data, sports big data is
challenging.

)is paper presents a review of recent developments in
sports big data. To the best of our knowledge, this paper is
the first effort to provide a comprehensive review of sports
big data. )is overview covers three aspects: sports big data
management, sports big data analysis methods, and sports
big data applications. In Sports Big Data Management, we
introduce sports big data acquisition, sports big data la-
beling, and improvement of existing data. In Sports Big Data
Analysis, we investigate the methods of sports big data
including statistical analysis, sports social network analysis,
and sports big data analysis service platform. In Sports Big
Data Applications, we discuss two important applications:
evaluation and prediction. In addition, we discuss several
potential key issues associated with sports big data research,
including predicting the athletes’ performance in the
knowledge graph, finding a rising star of sports, unified
sports big data platform, open sports big data, and privacy
protections in Open Issues and Challenges. We conclude
this survey in Conclusion.

2. Sports Big Data Management

Sports big data management mainly applies data manage-
ment techniques, tools, and platforms to deal with sports big
data, including storage, preprocessing, processing, and se-
curity. However, big data management is a complex process,
which stems from the heterogeneity and unstructured na-
ture of data sources [28]. Sports big data management is
crucial to the success of the national sports industry, teams,
and individual [15, 16, 29]. )e main aim of sports big data
management is to mine the potential value of sports big data
and to enhance data quality and accessibility for decision-
making. In this section, we introduce sports big data ac-
quisition, sports big data labeling, and improvement of
existing data.

2.1. Sports Big Data Acquisition. A particularly important
feature of sports big data is its diversity. Not only are data
sources extremely broad, but data types are also extremely
complex. )e development of the Internet of )ings, the
Internet, and the sports industry has enriched the amount of
sports data. Because network data are diverse, are complex in
composition, and have different usage methods and utili-
zation values for different purposes, the collection of net-
work sports big data is also very challenging. Big data on
online sports is usually collected through web crawlers. )e
general crawler collection process includes the following six
aspects: website page analysis, link extraction, link filtering,
content extraction, URL queue, and data crawling. )e
specific process is as follows: (1) first, write one or more
sports-related target links in the URL queue as the starting
point of crawling information. (2) )e crawler reads the link
from the URL queue and visits the sports website. (3) Crawl
the corresponding sports content from the website. (4)
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Figure 1: Five key features of sports big data.
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Extract target data and all URL links from web content. (5)
Read from the database the URL of the web page that has
crawled sports content. (6) Filter URL. Compare the URLs in
the current queue with the URLs that have been crawled. (7)
According to the result of the comparison, decide whether to
capture the content of the address. (8) )e queue to be
drawn. )e content of the web page is written into the
database, and the new links that are fetched are added to the
URL queue.

Under the background of big data, to better help
researchers explore the development of the smart sports
industry, many open datasets can be freely downloaded on
the website. Recently, a web service called Google Dataset
Search (https://www.blog.google/products/search/making-
it-easier-discover-datasets/) was launched for searching-
related repositories of datasets on the Web. )e Google
Dataset Search can search for data that are not easy to search
on the web. Dataset search demands dataset providers de-
scribe their datasets using various metadata (e.g., author,
publication date, data content, and terms for using the data)
so that they become more searchable. In addition, sports big
data can be obtained by relying on the social network. For
example, Open Source Sports can be accessed through the
following website: http://www.seanlahman.com/open-
source-sports/. It includes all kinds of sports data sources
such as baseball, football, basketball, and college football. In
addition, there are some other websites that provide open
datasets such as the National Football League official website
(http://www.NFL.com), Basketball-reference website (Bas-
ketball Reference), ACB official website (http://www.ACB.
com), NBA official website (http://www.NBA.com), Equi-
base website (http://www.equibase.com), Basketball Feder-
ation of Serbia/Basketball Supervisor software, and Foot-
Data website (http://www.football-data.co.uk).

Currently, big data applications have been popular but
faced security issues and challenges. Sports big data

collection is a crucial task for data processing. In addition,
secure sports big data collection is a vital step for all kinds of
data applications, which can provide the outcome of big data
analysis. Because suspicious data sources allow data col-
lection to explore various malicious attacks and treats, secure
sports big data collection methodology is crucial for various
data applications. To provide secure big data collection,
researchers have made some progress in this area, for ex-
ample, to provide energy-efficient data collection and se-
curity of data in a distributed environment. An effective
framework is proposed to overcome these problems by
relying on blockchain and deep reinforcement learning [30].
An ethereum blockchain platform can be used to provide
data security when mobile terminals share the data. )e
framework can resolve various attacks such as majority
attack, device failure, and eclipse attack [30].

2.2. Sports Big Data Labeling. Once enough sports data have
been obtained, the next processing is to label individual
examples. For instance, given a basketball game dataset, label
different performances for the purpose of predicting future
basketball game results of the individual. Usually, data ac-
quisition is done along with data labeling. When extracting
information from the Web and constructing a knowledge
base, each information is assumed to be correct and thus is
implicitly labeled as true. When discussing the data labeling
literature, it is easier to separate it from data acquisition
because the used techniques can be different. )e data labels
can be divided into three categories: (1) existing labels.)ese
existing labels can be used to learn from them to predict the
rest of the labels. (2) Crowd-based. Recently, many
crowdsourcing techniques can be used to help players be-
comemore effective in labeling. (3)Weak labels. Although to
generate correct labels all the time is desirable, this imple-
mentation process may be very expensive. To generate less
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Figure 2: An example of entities and their relationships associated in sports big data.
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than perfect labels, weak label is an alternative method,
which is used in many applications by as labeled data.

It usually takes a lot of manpower to label the data, but
only a small amount of labeled data can be generated. A
semisupervised learning technique explores labeled and un-
labeled data for predictions [31]. A smaller branch of research
is named self-labeled, which is a broad topic. One of the
advantages of the self-labeled technique is that it can generate
more labels by trusting one’s own predictions [32]. In ad-
dition, there are graph-based label propagation techniques
that are specialized in sports graph data. )e semisupervised
learning techniques can be used in classification, regression,
and graph-based label propagation tasks. )e goal of using
semisupervised learning techniques in the classification task is
to train the model that returns one of the multiple possible
classes for each example using labeled and unlabeled datasets.
)e goal of using semisupervised learning techniques in the
regression task is to train a model that can predict a real
number given an example.)e graph-based label propagation
has applications in computer vision, information retrieval,
social networks, and natural language processing [33–35].

)e better way to label examples is to do it manually.
However, to a large project, it took years to complete, which
most machine learning users cannot afford for their own
applications. Traditionally, active learning has been an
important technique in the machine learning community for
carefully choosing the true examples to label and thus
minimize cost. Recently, crowdsourcing techniques have
been proposed in the labeling task. )erefore, there is more
emphasis on how to assign tasks to ensure high-quality labels
[36]. )e data programming model has made progress in
two aspects: accuracy and usability. Compared to training
with fewer manual labels, training a discriminative model on
large amounts of weak labels may result in a higher accuracy.
Several systems have been developed for data programming,
such as DeepDive, DDLite, and Snorkel [37–39].

2.3. Improvement of Existing Data. Machine learning tech-
nology can be used to deal with noisy data and uncorrected
labels. )ere are a lot of literature on improving data quality
[40, 41]. A representative cleaning system HoloClean con-
structs a probabilistic model, which uses quality rules, value
relationships, and reference data, to capture how the data
were generated [42]. In addition, other data cleaning tools
have been developed to convert raw data into a better form
for further research. Some cleaning models are designed to
improve accuracy. ActiveCleanmodel treats the training and
cleaning as a form of stochastic gradient descent to improve
the effect of cleaning data. TARS can be used to solve the
problem of cleaning crowdsourced labels by using oracles.
)e TARS provides two pieces of advice. On the one hand,
given test data with noisy labels, they predict how well the
model may perform on the true labels by using an estimation
technique. On the other hand, given training data with noisy
labels, TARS can determine which examples to send to an
oracle to maximize the expected model, which can improve
the accuracy of each noise [43]. To obtain high-quality data
labels, improving the quality of existing labels is a good

solution [44]. )ey examine the improvement (or lack
thereof) of data quality through repeated labeling and focus
on the improvement of training labels for supervised in-
duction. )eir experiment results show the following ad-
vantages: (1) repeated labeling can improve the label quality
and model quality; (2) for noisy labels, repeated labeling can
improve the label quality; (3) and a robust technique is
proposed to improve label quality.

3. Sports Big Data Analysis Methods

Big data analysis refers to the technique, which can quickly
acquire valuable information from all kinds of data [45]. )e
big data analysis technique can use various algorithms to
statistically calculate the big data and extract important an-
alytical data to meet the actual needs. For example, in the
competitive sports area, big data analysis technology can not
only help coaches and athletes to analyze the previous training
and competition sports behavior but also can pin the athlete’s
movement and physical condition and adjust the athletes’
training activities to improve their competition performance.
In addition, big data analysis technology can also help coaches
and athletes understand the strengths and weaknesses of their
opponents to achieve excellent results in large-scale events.

3.1. Statistical Analysis. Based on the statistical theory, the
statistical analysis technique is proposed, which belongs to a
branch of applied mathematics. )e statistical analysis can
provide inference for big data. In sports industry research,
the statistical analysis technique usually is used to process
sports datasets. )rough analyzing some statistical features
of sports datasets such as mean, variance, entropy, and
maximum/minimum value, researchers can explore the
athlete movement pattern, and based on this statistical
analysis, the coaches can develop effective training plan [46].

A sports data mining tool is proposed to help improve
the analysis of techniques and tactics of competitive sports
[47]. In this research, the author builds two statistical da-
tabases: one is a technical dataset, and the other is a tactical
dataset, including the sheets related to the badminton
competition information: teams, players, coaches, technical
action type, and badminton trajectory. For example, through
analysis of the statistical data of technical movement used by
the opponent in the competition, the opponent’s action
behavior can be prejudged to make an effective response
plan. Based on the English Premier League, a statistically
significant model is proposed by measuring the entropy of
the ball passes to predict the competitive team’s position
[48]. )eir experimental results show that the entropy can
better identify the important role of defenders.

Although statistical analysis technology has played an
important role in sports big data research, with the devel-
opment of the sports industry and big data technology, more
and more technologies such as machine learning, data
mining, and predictive analysis are used in sports data re-
search [49, 50]. )ese technologies usually rely on sports
social networks. In the following section, we introduce
sports social network analysis.
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3.2. Sports Social Network Analysis. )e sports social net-
work analysis can reveal the relationship patterns in team
sports. Lei et al. [51] use a questionnaire survey to in-
vestigate how the social networks of adolescent impact
their sports behaviors. )ey conclude that the social
networks of adolescents are the important factors of
influencing adolescents’ sports behavior. To identify the
most influential Twitter accounts of major sporting
events: the Track Cycling World Cups, all the tweets from
the competitions from 2016 to 2018 are used, including
the official hashtag of each event, mentions, and retweets
[52]. )ey leverage the social network analysis technique
to identify a part of the variables related to the influence
on Twitter. )e social network analysis is used to inves-
tigate the levels of cohesion occurring among recreational
runners by using the running groups to prepare for the
running event [53]. )e social network analysis is applied
to explore the goal-scoring passing networks of the 2016
European Football Championships. )eir experimental
results indicate that the goal-scoring passing networks
have low values in terms of network density, cohesion,
connections, and duration. )e relationships between
team performance and network measurement of the teams
from the FIFA World Cup 2018 match. By comparing the
performance outcomes of network measurements be-
tween winners and losers, they conclude that the general
network measurements are not sensitive to the variations
in the final score [54]. A passing network approach within
the positioning-derived variables is leveraged to identify
the contributions of individual players for the team be-
havior outcome during a simulated match. )e results of
the research indicate that the lower team passing de-
pendency for a given player and high intrateam well-
connected passing relationships are related to better
outcomes [55].

3.3. Sports Big Data Analysis Service Platform. Li proposes a
Hadoop-based outdoor motion sports big data analysis
platform, which stores students’ mass motion data and
analyses these motion behaviors by the construction of a
large data mining system [56]. In his research, students’
physical activity information is monitored, recorded, and
stored in real time by relying on wearable intelligence ter-
minals. At the same time, these motion data will be sent to
the sports big data service platform, and based on the
distributed platform, each student’s motion information
data will be set up independently to accomplish various data
analysis tasks. A beach volleyball big data analysis platform is
developed to provide meaningful guidance to help coaches
in developing valuable training programs and tactical de-
cisions for beach volleyball athletes [57]. In this research, the
stored big data of the beach volleyball matches can be an-
alyzed by relying on data mining techniques, and these data
information is listed as follows: the success rate of the player,
technical analysis, and strategy analysis. Recently, to pro-
mote the development of big data analysis in the intelligent
sports area, more researchers pay attention to distributed
intelligent sensing technology. Based on the sports big data

platform, the game relationship between profit and con-
sumption intention about sports cultural hall is analyzed
[58]. )ey leverage support vector machine technique and
statistical technique to construct the pricing model, in which
the dynamic pricing strategy of spare time of sports cultural
hall is designed. Based on the big data cloud platform, in
sunshine sports, the physical education teacher training
system is developed to promote students to actively par-
ticipate in physical exercise [59]. )e iBall is proposed to
track a ball’s 3D trajectory and spin with inexpensive sen-
sors, and the iBall integrates wireless and inertial sensory
data into physics-based motion models of a ball [60]. )e
sports personalized content customization platform needs to
improve, and the information serves as the core to build
sports industry, which should receive more attention [61].

Representative research a self-powered falling point
distribution statistical system is developed to give help in
training guidance and real-time competition for athletes
and referees [62]. Meanwhile, the edge ball judgment
system has been designed. In this research, a flexible and
durable high-performance wood-based triboelectric
nanogenerator for self-powered sensing is developed to
analyze the athletic big data. It is worth mentioning that
the triboelectric and mechanical performance of the wood
can improve after the treatment, including flexibly and
processability.

4. Sports Big Data Application

Figure 3 shows the sports big data framework, including
data source layer, data collection and exchange layer,
central repository layer, data analysis layer, and appli-
cation layer. )e data source layer mainly includes ath-
letes’s historical data, athletes’ behavior trajectory, video
data, and Internet data source. )e data source layer is the
foundation for realizing various sports big data analysis
and prediction applications. )e next layer is the data
collection layer, which collects data from the data source
layer and performs the following processing: data col-
lection, data storage, data exchange, manual import, and
web crawler. )e collected data are cleaned, and necessary
processing is performed according to different application
requirements. )e data are classified and stored. )e
processed data will be stored in the central repository
layer, including structured data storage, unstructured data
storage, and file storage. )e data analysis layer performs
feature selection, relationship analysis, statistical analysis,
and social network analysis according to the needs of
specific applications, with the purpose of discovering
potential knowledge, laws, and patterns in sports big data.
Based on the above analysis results, the integration of
machine learning and big data technology can promote
the development of sports big data applications [63].

4.1. Evaluation. Evaluation is an important application of
sports big data. Evaluation in sports circles is a valuable
judgmental factor made on the outcome of an athlete’s
performance. In this section, factors influencing the
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performance of players and data-driven evaluation models
are introduced.

4.1.1. Factors Influencing the Performance of Players.
Brooks et al. [64] extract feature from each possession to
construct the feature vectors with the origin and destination
locations in a possession. To obtain a feature vector for a
possession, they average the feature vectors across all com-
pleted passes in a possession. Furthermore, each feature vector
is labeled according to how the possession ended. Pappalardo
et al. [65] use a database of soccer logs including 31,496,332
events, 19,619 matches, 296 clubs, and 21,361 players. Each
event includes a unique event identifier, the type of the event, a
timestamp, the player related to the event, the team of the
player, the match, the position on the soccer field, the event
subtype, and a list of tags. )e type of event is composed of the
pass, foul, shot, duel, free kick, offside, and touch.)e foul type
includes the four features: foul no card, foul yellow, foul red,
and foul 2nd yellow. To compute the player performance
vectors, they extract 76 features from the Wyscout soccer logs
to compute the players’ performance vectors. Li et al. [66]
extract 22 features that are related to attacking, passing, and
defending performance based on the Chinese Football Super
League dataset from 2014 to 2018 to rank the teams.

4.1.2. Data-Driven EvaluationModels. )e evaluation of the
performance of players has attracted the interest of the
scientific community and sports community, thanks to the
availability of massive sports data [64–69]. Brooks et al.
[64] propose a player ranking framework based on the
value of passes completed, which is derived from the re-
lationship of pass locations in the possession and shot
opportunities generated. )e support vector machine

algorithm is used to learn the relationship, and the model
has an AUROC of 0.79. Pappalardo et al. [65] design a data-
driven framework which provides a principled multidi-
mensional and role-aware evaluation for the performance
of the soccer player. Based on a massive dataset of soccer
logs and millions of match events from the four seasons of
18 prominent soccer competitions, they compare the
proposed PlayeRank and known algorithms, and the results
show that the PlayeRank outperforms the competitors. Li
et al. [66] leverage a linear support vector classifier model to
rank the performance of teams. )eir experimental results
show that the predictive accuracy of the data-driven model
proposed is up to 0.83 and the ranking teams’ match
performance is highly correlated with their actual ranking.
In addition, the rankings of different teams are highly
correlated with their final league rankings. Pelechrinis et al.
[67] propose a ranking algorithm based on the analysis of
the teams of the corresponding leagues that capture win-
lose relationships and the PageRank algorithm. )e results
show that the cycles in the network are significantly related
to performance. Ghosh et al. [68] propose a data-driven
approach to evaluate the performance of the player based
on the player’s stance or posture. In their experiments, they
use shallow learning and deep learning algorithms to
classify the strokes, which are used to analyze the stance.
Based on this, they compare the stance of an intermediate
or a novice player with that of a professional player.
Furthermore, they learn the error between the professional
player and a participant. A sensor network is used to
evaluate their approach. Liu et al. [69] propose an improved
evaluation method for soccer player performance. In their
research, text information of postmatch reports is used, and
the results indicate that the proposed method is more
effective and reasonably in terms of evaluating the player
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Figure 3: A framework of sports big data platform.
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performance. Sales and Tjortjis offer a critical analysis of
performance metrics to understand the strengths and
weaknesses of different teams [70].

4.2. Prediction. As we all know, sports big data can bring
unprecedented changes in the sports industry. Recognizing
and mining valuable sports big data can not only improve the
competitive level of individuals and teams but also promote
the development of national fitness. Prediction is an im-
portant research aspect of sports big data applications. It is
very meaningful to tracking and predicting sports perfor-
mance, which can bring the following advantages: (1) it can
help coaches find a rising star in sports; (2) it can help coaches
and athletes to develop effective training plans; (3) and it can
help coaches and athletes master the opponent’s habits and
specialties in the game to make value judgments in the game.
For example, by analyzing each athlete’s training state and
recent game performance, the coach can make the right
decisions in selecting players for the game. )ere is a lot of
literature on the prediction of athlete performance.

Figure 4 shows a predictive model for predicting an
athlete’s performance. )e predictive model mainly includes
three parts: input, model, and output. In the input part, some
raw sports big data is obtained such as athlete’s historical
performance, athlete’s training and competing behavior,
athlete’s inherent attributes, athlete’s psychological state, and
sleep state. )e model part includes two steps: training and
testing. Usually, some important features are used to train the
predictive model, including athlete’s historical performance
scores, athlete’s social behavior, athlete’s gender, and other
features. Based on these important features, some machine
learning algorithms are leveraged to train the model, in-
cluding neural network [71], support vector machine [72],

deep learning [73], and XGboost [74]. After training, new data
and the selected features are used to test and predict the
athlete’s performance. In the following sections, we focus on
the factors and models that affect athletes’ performance.

4.2.1. Factors Influencing Athlete Performance. A predictive
model of athlete performance takes most factors that in-
fluence his/her performance change into account [75–78].
)ese important features are divided into the following
categories: (1) sports historical scores; (2) sports behavior
attributes, including athlete movement process, game per-
formance, and training performance; (3) inherent attributes,
including the static attributes of athlete’s gender, family, and
education; (4) psychologic health state. Bunker et al. [79] use
match-related features and external features such as the
results of historical matches, player performance indicators,
opposition information, recent form, and player available for
the match. Constantinou and Fenton [80] leverage the
following features: EU competition (EU competition (PS),
qualified for EU competition (NS), team stress and fatigue
(PS), and team stress and fatigue (PS)), EU matches (EU
involvement experience (PS) and EU involvement experi-
ence (NS)), managerial changes (new manager, longevity of
previous, managerial instability, and managerial ability),
newly promoted, injury level (PS), player MotM (squad
ability to deal with injuries (NS) and squad ability to deal
with injuries (PS)), league points (league points (PS), league
points (NS), and league points difference between seasons),
team wages (team wages (PS), team wages (NS), adversaries’
average team wage (PS), adversaries’ average team wage
(NS), team wages % difference from average adversary (PS),
and team wages % difference from average adversary (NS)),
and net transfer spending (net transfer spending,

Input Model

Feature Machine learning algorithm
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Athlete’s historical
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behavior’s Athlete’s social
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Figure 4: A model for predicting athlete’s performance.
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adversaries’ average net transfer spending, and net transfer
spending relative to average opponent) to predict the ac-
curacy of the long-term football team performance. )abtah
et al. [81] predict NBA game results by using influential
features such as defensive rebounds feature, three-point
percentage, free throws made, and total rebounds, which can
increase the accuracy of the predictive model. Li et al. [29]
propose a predictive method to predict sports team per-
formance by using players’ and team’s historical data, in-
cluding game count, playing time, two points, three points,
free point, free throw, defensive rebound, offensive rebound,
assist, steal, block, turnover, and personal foul. )ese fea-
tures mentioned above and machine learning techniques are
used to realize the predictive model.

4.2.2. Data-Driven Predictive Models. As the volume of
structured and unstructured data in the sports industry, the
prediction of the performance of athletes is an important
application of sports big data, and machine learning tech-
nology is usually used to predict the performance of athletes
[75, 78, 82–86]. However, the prediction of the results of
sports events is hard task [87]. To learn about the skills of
teams, Aoki et al. [87] propose a probabilistic graphical
model, and based on this model, they decompose the relative
weights of luck and skill in each game. )eir experimental
results indicate that luck is substantially present in the most
competitive championships and give an explanation of why
the complex feature-based models hardly beat simple
models for predicting the outcome of sports. Bunker et al.
[79] propose a predictive framework for predicting the
sports results by applying the artificial neural network. )e
predictive accuracy of their model obtained is higher than
the predictive results of traditional mathematical and sta-
tistical models. Constantinou and Fenton [80] improve
predictive accuracy in the long-term football team perfor-
mance. )eir model can predict the total league points that a
team is expected to obtain throughout the season. In their
model, a Bayesian network model is used. To predict the
results of the NBA game, )abtah et al. [81] propose an
intelligent machine learning framework, framework naive
Bayes, artificial neural network, and decision tree algorithms
are used. Li et al. [29] leverage a multivariate logistic re-
gression analysis to identify the relationship between the
winning probability and the results of the game at the team
level. )eir experimental results show the efficacy of the
predictive model based on the National Basketball Associ-
ation and Golden State Warriors datasets. Zhu and Sun [77]
predict the athletes’ performance by using a supporting
vector machine algorithm. )eir experimental results show
that, compared with the current predictive model of athlete
performance, the predictive accuracy of their model is more
reliable.

5. Open Issues and Challenges

5.1. Predicting the Athlete’s Performance in Knowledge Graph.
Although researchers have achieved unprecedented results
in predicting athlete performance, most of their prediction

models focus on feature extraction and machine learning
algorithms. In the current research, an issue is that the
knowledge relationship between athlete performance and
athletes, coaches, and events is ignored. Existing researchers
pay more attention to the statistical relationship between
them. How to predict athletes’ performance more accu-
rately? One possible solution is to predict the performance of
athletes based on the knowledge graph of sports big data.
)erefore, how to construct a knowledge graph of sports
performance and performance-related entities is a crucial
task. In addition, how to use the constructed knowledge
graph of sports big data to predict the performance of
athletes is very challenging.

5.2. Finding Rising Star of Sports. )e success of a sports
career not only depends on the athlete’s personal ability but
also is related to the athlete’s team and country. For a team or
a country, cultivating an outstanding athlete requires a lot of
manpower and material resources. )e rising star of sports
refers to the athletes who are not outstanding among the
peers, and they are at the beginning stage of their sports
career, but they have a trend of becoming sports stars in the
future. Finding a rising star of sports not only provides
constructive guidance on the investment of national funds
but also provides necessary help for athletes to show ex-
cellent performance earlier. However, little is known about
how to find the rising star of sports. Current research mostly
uses statistical methods for the evaluation of the athletes.
How to construct the knowledge graph for finding a rising
star is a challenging task.

5.3. Unified Sports Big Data Platform. In the traditional
sports system, different sports institutions construct inde-
pendent sports data platforms according to the needs of their
clubs or teams, resulting in data island. It is necessary and
crucial to integrate different sports systems and build a
unified big service platform for sports big data. Based on the
platform, researchers can analyze various relationships be-
tween sports entities. Furthermore, via the platform,
coaches, athletes, and teams can obtain valuable information
on games. Based on this platform, a multidimensional
portrait of athletes, coaches, teams, and countries can be
made, and accurate services can be provided to them, such as
recommending coaches and clubs and identifying rising
stars of sports.

5.4. Open Sports Big Data. Sports big data has attracted the
attention of domestic and foreign researchers and sports
industry builders. Sports big data not only provides sports
enthusiasts with various precise services but also guides
sports decision-makers to allocate the funds for improving
the performance of athletes. However, there are very few
shared sports big data for researchers, unlike scholarly data
resources such as Google Scholar, Mendeley, and Web of
Science. In addition, although different sports institutions
and clubs currently have different sports data, these data are
mainly in isolation. )erefore, sports big data is open for
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researchers to help and to promote the vigorous develop-
ment of sports and achieve the purpose of providing con-
venient, efficient, and precise service for sportsmen and
sports enthusiasts.

5.5. Privacy Protections. In the era of big data, while sports
big data brings great value, it also brings some problems in
athletes’ privacy protection. How to protect athletes’ privacy
and prevent sensitive information leakage in the process of
sports big data development and application has become a
new challenge. On the one hand, the personal privacy of
athletes requires international sports organizations to es-
tablish an independent privacy protection agency; on the
other hand, it is necessary to create a special privacy system,
the purpose of which is to ensure the priority of privacy of
athletes. For athletes’ privacy protection, it is necessary to
implement fine-grained authority control and to cooperate
with relevant data desensitization strategies to better protect
athletes’ privacy.

6. Conclusion

In this paper, we have provided a comprehensive review of
sports big data, focusing on sports big data management,
sports big data analysis methods, and sports big data ap-
plications. )ere are several changes in the sports big data
field: (1) from simple statistic evaluation to model-based
evaluation; (2) from simple statistic analysis to data-driven
performance prediction of athletes; (3) from social network
analysis to knowledge graph analysis; (4) from explicit sports
features to implicit sports features. However, the analysis of
the literature on sports big data has led to the conclusion that
although researchers have proposed some methods to re-
solve the problems in sports big data area, the solutions of
some crucial issues remain unknown, such as predicting the
athletes’ performance in the knowledge graph, finding a
rising star of sports, unified sports big data platform, open
sports big data, and privacy protections.
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