
Research Article
A Chaotic Oscillator Based on Meminductor, Memcapacitor,
and Memristor

Xingce Liu, Xiuguo Bi , Huizhen Yan, and Jun Mou

School of Information Science and Engineering, Dalian Polytechnic University, Dalian, 116034, China

Correspondence should be addressed to Xiuguo Bi; bixg@dlpu.edu.cn and Jun Mou; moujun@csu.edu.cn

Received 9 October 2021; Revised 17 November 2021; Accepted 20 November 2021; Published 23 December 2021

Academic Editor: Giacomo Innocenti

Copyright © 2021 Xingce Liu et al. -is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, a hyperchaotic circuit consisting of a series memristor, meminductor, and memcapacitor is proposed. -e di-
mensionless mathematical model of the system is established by the state equation of the circuit. -e stability of equilibrium point
of the system is analyzed by using the traditional dynamic analysis method. -en, the dynamical characteristics of the chaotic
system with parameters are analyzed in detail. In addition, the system also has some particular phenomena such as attractor
coexistence and state transition. Finally, the circuit is realized by DSP, and the result is consistent with that of numerical
simulation.-is proves the accuracy of the theoretical analysis. Numerical simulation result shows which hyperchaotic system has
very abundant dynamical characteristics.

1. Introduction

-emodern chaos theory was put forward by Henri Poincare,
a famous French mathematical physicist, in the early nine-
teenth century. In 1903, to understand the stability of the
Solar System, topological and dynamical systems were or-
ganically combined, in the process of which chaos in the
conservative systemwas found [1]. In 1963, the Lorenz system
was discovered by Lorenz, the father of chaos and a member
of the American Academy of Sciences [2]. -e Lorenz system
is a common simplifiedmodel of atmospheric convective laser
device, magneto-current generator, and several related con-
vective problems. It is an important milestone significance as
the starting point and cornerstone of chaos theory research
for future generations. In 1971, the mathematician Takens F
and physicist Ruelle D first used the concept of “chaos” to
explain the mechanism of the emergence of turbulence, and
the concept of “singular attractor” was first derived from
dissipative systems [3]. In 1984, LO Chua proposed the Chua
circuit, which further elaborated the chaos phenomenon in
nonlinear circuits [4]. With the further study of chaos, re-
searchers extend the study of chaos to fractional-order chaotic
systems [5–13]. Of course, nonlinear circuits are still the focus
of chaos research [14–16].

It is well known that nonlinear elements are an essential
part of chaotic circuits. Memristor is the representative of
nonlinear elements [17]. In 1971, Professor Chua proposed
that there is a circuit element that can describe the rela-
tionship between magnetic flux value and charge value. He
called this element memory resistance and theoretically
proposed the existence of a fourth basic circuit element after
resistance, inductance, and capacitance, called memristor
[18]. In 1976, Professor Chua published a detailed de-
scription of the characteristics of memristor components,
which laid a foundation for the research of memristors [19].
Since Professor Chua proposed the concept of memristors,
no memristor has been found in practice for several decades.
It was not until 2008, when HP Labs announced the first
hardware implementation of a memristor device at the
nanoscale, that research on the fourth type of device really
took off [20, 21], and the research on memristors has made
great progress [22–26]. Following the memristor, Professor
Chua et al. proposed two special nonlinear elements in 2009,
memcapacitor and meminductor [27], pointing out a new
direction for the study of nonlinear chaotic circuits. Al-
though Professor Chua has given the basic principles of
memcapacitor and meminductor elements, due to technical
means, material technology, and other reasons, so far there is
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no actual hardware memcapacitor and meminductor ele-
ments and few theoretical analysis and research on mem-
capacitor and meminductor elements. However, based on
the basic principle given by Professor Chua, the research on
memcapacitor and meminductor circuit is gradually deep-
ening [28–34].

By replacing Chua’s diode with a memristor, a chaotic
system was constructed for the first time in 2008 [35], and
detailed theoretical analysis and numerical simulation of the
circuit were carried out. In 2012, Professor Chua and
Bharathwaj Muthuswamy formally proposed a minimalist
chaotic circuit based on a memristor, which consists of only
one memristor, one inductor, and one capacitor [36]. In
2013, Professor Xu improved the minimalist memristor
system and proposed a minimalist parallel memristor circuit
that combines a memristor, a capacitor, and an inductor in
parallel [37]. In 2019, Fang Yuan made the simplest parallel
system by connecting the memristor, meminductor, and
memcapacitor in parallel and simulated it [38]. -e chaotic
sequence generated by the chaotic circuit based on memory
element also has good pseudorandomness, which makes it
have wider application prospect in image encryption, cha-
otic secure communication, and neural network [39–58].

However, no serial circuit of meminductor, mem-
capacitor, and memristor has been reported. A chaotic
oscillator composed of memcapacitor, meminductor, and
memristor in series is presented in this paper. -e advan-
tages of the system are that, different from general chaotic
circuits, the dynamic behavior of chaotic circuits will be
more abundant due to the basic characteristics of mem-
inductor, memcapacitor, andmemristor [59–62]. Compared
with other simplest circuits, the system constructed in this
paper can generate more pseudorandom sequences and can
be better used in chaotic encryption. Moreover, the system
has the phenomenon of hyperchaos, which is not found in
the previous simplest series circuit. -e disadvantage of this
system is that the phase diagram of chaotic attractor is too
simple and no new chaotic attractor is generated. Finally, we
complete the dynamic analysis of the chaotic system and
implement the chaotic circuit by DSP, which proves the
realizability of the chaotic circuit. Compared with analog
circuits, digital circuits have higher accuracy and are less
susceptible to interference from the external environment
[63–65]. -erefore, the digital circuit is more suitable for the
realization of this circuit.

-e rest of the article reads as follows: the models of
meminductor, memcapacitor, and memristor are intro-
duced in Section 2. -e first-order differential equations of
the chaotic system are constructed according to the chaotic
circuit, and the mathematical model is obtained by di-
mensionless processing. -e stability of equilibrium point
and the dynamic behaviors of chaotic system are analyzed by
traditional methods in Section 3. We introduce how to
realize the circuit on DSP and the result of realization and
compares with the result of numerical simulation in Section
4. -e conclusion of this study is drawn in Section 5.

2. Models of Meminductor, Memristor,
and Memcapacitor

2.1. Model of the Memristor. According to Chua’s descrip-
tion, the memristor can be defined as

x � g(y, z, t)z

_y � f(y, z, t)
 , (1)

where x and z are the output and input of the memristor and
y is the internal state variable of the memristor.

A charge-controlled memristor proposed by Professor
Chua is used for reference in this paper.

VM � a y
2

− 1 iM

_y � iM − by − iMy

⎧⎨

⎩ , (2)

where VM and iM are the voltage and current passing
through the memristor, respectively, y is the internal state
variable of the memristor, and b and a are the internal
parameters of the memristor.

For the charge-controlled memristor defined in formula
(2), if a sinusoidal current source with an effective value of
10A and a frequency of 10Hz is added at both ends, its v-i
characteristic curve is shown in Figure 1(a). -e curve is a
compact-like hysteresis loop shaped like an italic 8. Except at
the origin, the current and voltage are double-valued
functions of each other. With the increase in frequency, the
side lobe area of hysteresis curve decreases, which is con-
sistent with the characteristics described by Chua’s and HP’s
memristors.

2.2.Model of theMeminductor. -ememinductor element is
a typical two-terminal passive element, like flux-controlled
memristor and charge-controlled memristor element. For a
typical smooth meminductor element, the magnetic flux
gathered at both ends of thememinductor element is defined
as Φ, the current passing through the meminductor element
is defined as i, and the time integral of the current i is defined
as q. At this point, the state variable of the meminductor
element can be defined as

i(t) � L
− 1
M(ρ)ϕ(t),

L
− 1
M(ρ) � c + dρ.

⎧⎨

⎩ (3)

-e ρ represents the integral when the fluxΦ through the
meminductor, and c and d are the parameters of the
meminductor:

ρ � 
t

t0

ϕ(τ)dτ. (4)

For the meminductor element, if the magnetic flux
gathered at both ends is a sinusoidal quantity with a size of
2Wb and a frequency of 1Hz, then the characteristic curve
of Φ− i on the smooth memory container element is as
shown in Figure 2(a). It can be seen from Figure 2 that the
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Φ− i characteristic curve similar to the italic “8” type can be
obtained in all meminductor elements. With the increase of
frequency, the side lobe area of hysteresis curve decreases,
which is consistent with the characteristics of the mem-
inductor element.

2.3. Model of the Memcapacitor. According to the basic
characteristics of memcapacitor, the definition of ideal
charge-controlled memcapacitor could be obtained as
follows:

u(t) � C
− 1
M(σ)q(t),

C
− 1
M(σ) � e + gσ.

⎧⎨

⎩ (5)

-e u(t) and q(t) represent the voltage through the
memcapacitor and the charge, σ represents the integral when
the flux q through the memcapacitor, and e and g are the
parameters of the memcapacitor.

σ � 
t

t0

q(τ)dτ. (6)

For the memcapacitor defined in formula (6), if sinu-
soidal AC power supply is added at both ends, its
Volt–Coulomb characteristic curve is as shown in Figure 3.
Its curve is an inclined 8; shaped hysteresis loop shape, and
its side lobe area gradually decreases with the increase in
frequency, which conforms to the basic characteristics of the
memcapacitor.

3. A New Simple Chaotic Oscillator

3.1. A New Chaotic Oscillator. According to the basic
characteristics of meminductor, memristor, and mem-
capacitor introduced in the previous section, a new chaotic
circuit of memristor, meminductor, and memcapacitor in
series is designed on the basis of the simplest series circuit.
-e circuit is shown in Figure 4.

-e circuit is composed of memristor, meminductor,
and memcapacitor in series. According to the circuit, the
first-order differential equations of the circuit can be

obtained. Here,Φ is the magnetic flux of the meminductor, y
is the state variable of the memristor, q represents the
amount of charge accumulated at both ends of the mem-
capacitor, the time integral of q is defined as σ, and the time
integral of Φ is defined as ρ.

_ϕ � − uc − uM

_y � i − dy − iy

_q � i

_σ � q

_ρ � ϕ.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

Let Φ� x, y� y, q� z, σ � u, and ρ� w; employing the
normalized operation, then the dimensionless equations can
be expressed.

_x � − (c + du)z − a y
2

− 1 (e + gw)x

_y � (e + dw)x − by − (e + gw)xy

_z � (e + gw)x

_u � z

_w � x.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

For the parameters of the system as a� 30, b� 18, d� 2,
c� 100, e� 0.2, and g � − 0.017, the initial conditions are (4,
50, 1, 24, − 23). -e chaotic attractor of the system obtained
by numerical simulation with MATLAB is shown in
Figure 5.

3.2. Equilibrium Point Set and Stability. -e divergence of
the system can be expressed as

∇V �
z _x

zx
+

z _y

zy
+

z _z

zz
+

z _u

zu
+

z _w

zw

� − a y
2

− 1 (e + gw) − b − (e + gw)x.

(9)

-e parameters of the system are a� 30, b� 18, d� 2,
c� 100, e� 0.2, and g � -0.017, and the initial conditions are
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Figure 1: v-i characteristics curve of the memristor with a� 1.7 and b� 1. (a) f� 10Hz. (b) f� 50Hz.
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Figure 4: A novel memristive chaotic circuit.
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Figure 2: Φ-i curve of the meminductor. (a) c� 1, d� 1, and f� 1Hz. (b) c� 1, d� 1, and f� 10Hz.
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(4, 50, 1, 24, − 23). -e divergence of (9) is -44343, and it is
less than zero. -is means that it is a dissipative system, and
the system might be a chaotic system.

Solving the equations _x � _y � _z � _u � _w � 0, we get
the equations of the system as

− (c + du)z − a y
2

− 1 (e + gw)x � 0

(e + gw)x − by − (e + gw)xy � 0

(e + gw)x � 0

z � 0

x � 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

-e equilibrium point set of (8) can be set as Q(0, 0, 0, n,
m), which means the system has infinite equilibria.
According to (8), the Jacobian matrix JE of the system can be
expressed as

JE �

− a y
2

− 1 (e + gw) − 2ay(e + gw)x − (c + du) − dz − ag y
2

− 1 x

(e + gw) − (e + gw)y − b − (e + gw)x 0 0 gx − gxy

(e + gw) 0 0 0 gx

0 0 1 0 0

1 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

a(e + gm) 0 − (c + dn) 0 0

(e + gm) − b 0 0 0

(e + gm) 0 0 0 0

0 0 1 0 0

1 0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(11)

-en, we can get the characteristic polynomial of the
equilibrium point set Q is

λ2 λ3 + m1λ
2

+ m2λ + m3  � 0, (12)

where m1 � b-a(e+ gm), m2 � [(e + gm) (c+ dn)-ab(e+ gm)],
and m3 � b((e + gm) (c+ dn).

(10) means system (4) has three nonzero eigenvalues and
one zero eigenvalue, where m1, m2, and m3 are coefficients.
With the Routh–Hurwitz stable theorem, system (4) is stable

if m1> 0, m1m2-m3> 0, and m3(m1m2-m3)> 0. -e chaotic
state of the system requires that at least one eigenvalue must
be positive, so m1, m1m2m3, and m3 should not be all
positive. Hence, we could setQ such asQ1 (0, 0, 0, 10, 20); for
the parameters of the system as a� 30, b� 18, d� 2, c� 100,
e� 0.2, and g � − 0.017, we can obtain m1 � 1.8> 0, m2 � -
226.8> 0, m1 � 1166.4> 0, m1m2 − m3< 0, m3(m1m2− m3)
< 0, and λ1 � λ2 � 0, λ3 � − 18, λ4 � 9, and λ5 � 7.2, which
means that the system is unstable and has the potential to
produce chaos.
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3.3. Impact of the Parameters. When the system parameters
are d� 2, b� 18, c� 100, e� 0.2, and g � − 0.017, the initial
system conditions are (4, 50, 1, 24, − 23), and only parameter
a is changed, the bifurcation diagram and its corresponding
Lyapunov exponents can be calculated when parameter a
increases from 10 to 60, as shown in Figure 6.

-rough the analysis of Lyapunov exponents, it is not
difficult to find that there are two positive Lyapunov ex-
ponents in the system, which indicates the existence of
hyperchaos in the system. By observing the bifurcation
diagram, we can know that with the further increase in
circuit parameter a, the system enters into chaos state
through the period-doubling bifurcation process. It is found
that the LEs and the bifurcation diagram are comparable.
-e system is bisected by antiperiodic doubling.-e changes
of each state with parameter a are shown in Table 1.

In order to understand the dynamical behavior of the
simplest memristor chaotic system, the parameters are set to
a� 30, d� 2, c� 100, e� 0.2, and g � − 0.017, the initial
system conditions are (4, 50, 1, 24, -23), and the internal
variable b of the memristor in the system is set to be variable,
where b ∈ [1, 55]. In this way, Lyapunov exponents and
bifurcation diagram of the integer-order minimalist mem-
ristor chaotic system with variable b can be obtained, as
shown in Figure 7.

In order to better express the dynamic characteristics of
the system, when the internal parameter b of the memristor
changes, the complex dynamical behaviors of the chaotic
circuit of the integer-order minimalist memristor are as
summarized in Table 2.

With the parameters of the system as b� 18, a� 30,
c� 100, e� 0.2, and g � − 0.017 and setting the initial con-
dition as (4, 50, 1, 24, − 23), when the parameter d increases,
LEs and bifurcation diagram of the integer-order minimalist
memristor chaotic system with variable d can be obtained, as
shown in Figure 8. It can be seen from the observation that
the Lyapunov exponents are basically consistent with the
bifurcation diagram.

According to LEs, when parameter d changes, the state of
the system changes very frequently and there is the
hyperchaos phenomenon. It can be seen from the bifurca-
tion diagram that the system produces chaos through inverse
period doubling. Bifurcation diagram and Lyapunov ex-
ponents are in good agreement. With the change of pa-
rameter d, the dynamic state of chaotic system is detailed in
Table 3.

Let the system parameters be b� 18, a� 30, c� 100, d� 2,
and g � − 0.017, the initial values of system (4, 50, 1, 24, − 23)
remain unchanged, and only change the system parameter e.
-e Lyapunov exponential spectrum of parameter E and its
corresponding bifurcation diagram can be obtained through
calculation, and the result is shown in Figure 9.

In order to more intuitively display the dynamic be-
haviors of the system as parameter e changes, we made
Table 4 to show the system state in detail as parameter e
changes, and the results are shown.

3.4. LE Dimension. LE dimension is also an important
method to judge whether the system is in chaos state. In

general, directions with positive and zero Lyapunov expo-
nents all contribute to the supporting attractor, while the
negative Lyapunov exponents correspond to the contraction
direction and contribute to the fractional part of the
attractor dimension after counteracting the effect of ex-
pansion direction. Rank all Lyapunov exponents from
highest to lowest:

σ1 ≥ σ2 ≥ σ3 ≥ . . . ≥ σi ≥ . . . . (13)

-en, start from the largest b (at least one of the chaotic
motion exponents is greater than zero), add the subsequent
exponents one by one, and when it adds to σk, the sum Sk is
nonnegative, and the sum Sk+1 is negative when added to the
next 0, so it is natural to assume that the attractor dimension
is between k and k+1. -erefore, LE dimension of the
attractor is defined as

DL �
k + Sk

σk+1
. (14)

According to the above calculation method, the pa-
rameters are c� 100 and g � − 0.017 and the initial value of
the system is (4, 50, 1, 24, − 23). We can get the LE dimension
diagram of parameters a, b, d, and e as shown in Figure 10.

3.5. Complexity Analysis. For the chaotic systems, the most
valuable research object is chaotic interval. When the system is
in the chaotic state, the pseudorandomness of the sequence
generated by it is the highest, which indicates that it has the best
decoding resistance. -e greater the complexity value of the
chaotic system, the higher the degree of chaos, the stronger the
pseudorandomness of the generated sequence, and the more
reliable the system is. -erefore, in the field of chaotic secure
communication, the parameter range with high complexity is
often the best range for key selection. In order to learn the
dynamical characteristics of chaotic system, SE (spectral en-
tropy) and C0 complexity algorithms are used to calculate and
analyze the system. Set the initial values (4, 50, 1, 24, − 23), and
keep other parameters unchanged. Set parameters a ∈ [10, 60]
and d ∈ [0.1, 6]; as parameters a and d change, the complexity of
C0 and SE is as shown in Figure 11(a) and 11(b). -e value of
system complexity in the diagram is very obvious. By analyzing
its complexity value, we can understand the state change of the
chaotic system. When a� 55.17 and d� 3.07, the complexity
value of the system is high, presenting chaos state. When
a� 11.33 and d� 3.05, the complexity value of the system is
relatively low and presents a periodic window. Although SE and
C0 have different complexity values, they tend to change in the
same way, because they are all based on FFT algorithms.

By analyzing the complexity, the state of chaotic attractor
can be understood more intuitively; when a� 55.17 and
d� 3.07, the system is chaotic. When a� 11.33 and d� 3.05,
the system is periodic. -e result is shown in Figure 12.

3.6. State Transition. If the system evolves from different
initial domains, special chaotic dynamics characteristics,
namely, state transition and transient chaos [66], will appear.
-e system in this paper has the phenomenon of state
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transition. For the parameters of the system with a� 30,
b� 18, d� 2, c� 100, e� 0.2, and g � − 0.017, the initial
conditions are (4, 50, 1, 24, − 23). -e timing diagram of the
chaotic system of the first sequence with t� [0, 1000] is
shown in Figure 13.

After 116 s, the system changes from the periodic state to
chaotic state. When t� [116, 480], the system is in the

chaotic state; after that, the system enters the periodic state;
when t� [480, 497], the system is in the periodic state. -en,
the system enters the chaos state. When t� [497, 836], the
system is in the chaos state, and finally, the system enters the
periodic state. When t� [480, 497] and t� [497, 836], the
sequence diagram of the system is as shown in Figure 14.
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Figure 6: (a) LE spectrum and (b) bifurcation diagram with parameter a.

Table 1: -e states and LEs corresponding to parameter a.

Range LEs State
10–19 0 - - - - Period
19–24.5 +0 - - - Chaos
24.5–24.7 0 - - - - Period
24.7–29.5 +0 - - - Chaos
29.5–29.7 0 - - - - Period
29.7–33.8 +0 - - - Chaos
33.8–34 + + 0 - - Hyperchaos
34–35.1 +0 - - - Chaos
35.1–35.3 + + 0 - - Hyperchaos
35.3–36 +0 - - - Chaos
36–36.3 + + 0 - - Hyperchaos
36.3–36.5 +0 - - - Chaos
36.5–36.7 + + 0 - - Hyperchaos
36.7–37.5 +0 - - Chaos
37.5–37.7 + + 0 - - Hyperchaos
37.7–39.1 +0 - - - Chaos
39.1–39.3 + + 0 - - Hyperchaos
39.3–40.1 +0 - - - Chaos
40.1–40.3 + + 0 - - Hyperchaos
40.3–41.1 +0 - - - Chaos
41.1–41.3 + + 0 - - Hyperchaos
41.3–55.1 +0 - - - Chaos
55.1–55.3 0 - - - - Period
55.3–56.4 +0 - - - Chaos
56.4–58.2 0 - - - - Period
58.2–58.8 +0 - - - Chaos
58.8–59.5 +0 - - - Weak chaos
59.5–60 0 - - - - Period
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Figure 8: (a) LEs spectrum and (b) bifurcation diagram with parameter d.
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Figure 7: (a) LEs spectrum and (b) bifurcation diagram with parameter b.

Table 2: -e states and LEs corresponding to different parameter b values.

Range LEs State
1–5 0 - - - - Period
5–8.2 +0 - - - Chaos
8.2–12.5 0 - - - - Period
12.5–17 +0 - - - Chaos
17–17.4 0 - - - - Period
17.4–20.8 +0 - - - Chaos
20.8–21.1 + + 0 - - Hyperchaos
21.1–38.5 +0 - - - Chaos
38.5–39.5 + + 0 - - Hyperchaos
39.5–46.1 +0 - - - Chaos
46.1–46.3 0 - - - - Period
46.3–48.7 +0 - - - Chaos
48.7–55 0 - - - - Period
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When t� [480, 497] and t� [497, 836], the chaotic
attractor phase diagram of the system is as shown in Figure 15.

3.7. Coexistence of Attractors. Coexistence of attractors is a
peculiar phenomenon in chaotic systems, which is widely used
in chaotic image encryption [67–70]. When the system pa-
rameters remain unchanged and only the initial state of the
system is changed, the motion orbit of the system will
gradually tend to different states. In order to understand the
particular phenomenon, let a� 30, b� 18, d� 2, c� 100,
e� 0.2, and g � -0.017 and the initial values be (4, 50, z0, 24,
w0), with the initial values z0 and w0 varying; the changes in
the position and shape of the chaotic attractor can be found.
-e results are shown in Figure 16.

Let z0 �1, 10, 20, 30, 40, and 50.-e coexistence of the six
chaotic attractors in the w-x plane is shown in Figure 16(a),
where the blue, red, yellow, purple, green, and light blue

attractors express the size and position with the initial
conditions of (4, 50, 1, 24, − 23), (4, 50, 10, 24, − 23), (4, 50, 20,
24, − 23), (4, 50, 30, 24, − 23), (4, 50, 40, 24, − 23), and (4, 50,
50, 24, − 23), respectively.

When w0 � − 10, − 20, − 30, − 40, − 50, and − 60, the co-
existence of the six chaotic attractors in the w-x plane is
shown in Figure 16(b), where the blue, red, yellow, purple,
green and light blue attractors express the size and position
with the initial conditions of (4, 50, 1, 24, − 60), (4, 50, 1,
24,− 50), (4, 50, 1, 24, − 40), (4, 50, 1, 24,− 30), (4, 50, 1, 24,
− 20), and (4, 50, 1, 24, − 10), respectively.

4. DSP Implementation

DSP is digital signal processing technology. Digital signal
processing is the use of computer or special processing
equipment, in digital form of signal acquisition, transfor-
mation, filtering, valuation, enhancement, compression,
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Figure 9: (a) LEs spectrum and (b) bifurcation diagram with parameter e.

Table 3: -e states and LEs corresponding to different parameter d values.

Range LEs State
0.1–0.68 0 - - - - Period
0.68–1.17 +0 - - - Chaos
1.17–1.18 0 - - - - Period
1.18–1.46 +0 - - - Chaos
1.46–1.48 + + 0 - - Hyperchaos
1.48–1.76 +0 - - - Chaos
1.76–1.78 + + 0 - - Hyperchaos
1.78–2.05 +0 - - - Chaos
2.05–2.07 + + 0 - - Hyperchaos
2.07–2.79 +0 - - - Chaos
2.79–2.91 0 - - - - Period
2.91–4.12 +0 - - - Chaos
4.12–4.14 + + 0 - - Hyperchaos
4.14–4.65 +0 - - - Chaos
4.65–6 0 - - - - Period
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Table 4: -e states and LEs corresponding to different parameter e values.

Range LEs State
− 0.1∼-0.05 0 - - - - Period
− 0.05–0.255 +0 - - - Chaos
0.255–0.32 0 - - - - Period
0.32–0.34 +0 - - - Chaos
0.34–0.41 0 - - - - Period
0.41–1.085 +0 - - - Chaos
1.085–1.09 0 - - - - Period
1.09–1.11 +0 - - - Chaos
1.11–1.12 0 - - - - Period
1.12–1.24 +0 - - - Chaos
1.24–1.29 0 - - - - Period
1.29–1.305 +0 - - - Chaos
1.305–1.515 0 - - - - Period
1.515–1.555 +0 - - - Chaos
1.555–1.565 0 - - - - Period
1.565–1.645 +0 - - - Chaos
1.645–1.655 0 - - - - Period
1.655–1.685 +0 - - - Chaos
1.685–1.695 0 - - - - Period
1.695–1.785 +0 - - - Chaos
1.785–1.795 0 - - - - Period
1.795–2.685 +0 - - - Chaos
2.685–2.695 0 - - - - Period
2.695–2.72 +0 - - - Chaos
2.72–2.73 0 - - - - Period
2.73–3.66 +0 - - - Chaos
3.66–3.745 0 - - - - Period
3.745–3.785 +0 - - - Chaos
3.785–3.79 0 - - - - Period
3.79–5.055 +0 - - - Chaos
5.055–6 0 - - - - Period
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Figure 10: Continued.

10 Complexity



recognition, and other processing, in order to get in line with
people’s needs of the signal form.

Because the chaotic system is easily affected by external
disturbance when it is implemented by the analog circuit, it
is hard to control the relevant characteristic conditions

accurately in the real circuit. -e DSP simulation chip used
in this paper is F28335. In this section, the system will be
simulated by the DSP, and the chaotic phenomenon dis-
played on the DSP platform will be more stable.

1 2 3 4 5 6
d

0

1

2

3

4

5

DL

(c)

0 1 2 3 4 5 6
e

0

1

2

3

4

5

DL

(d)

Figure 10: LE dimension. (a) a ∈ (10, 60), (b) b ∈ (1, 55), (c) d ∈ (0.1, 6), and (d) e ∈ (− 0.1, 6).
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Figure 11: Complexity with varying parameters a and d. (a) C0 complexity. (b) SE complexity.
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Figure 12: -e phase diagram of the system. (a) a� 55.17, d� 3.07. (b) a� 11.33, d� 3.05.
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In order to make the oscilloscope better capture images,
we need a D/A converter to convert the sequence produced
by the DSP into an analog sequence. -e output sequence is
then displayed on an oscilloscope to form an image. -eir
relationship is shown in Figure 17.

In order to realize the circuit on DSP, the system
should be discretized first. -erefore, we use the fourth-
order Runge–Kutta method to discretize the continuous
chaotic system and transform it into discrete chaotic
sequence.
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Figure 15: -e phase diagram of the chaotic attractor. (a) t ∈ (480, 497). (b) t ∈ (497, 836).
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Figure 13: Timing diagram of the chaotic system with time (0, 1000).
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Figure 14: Timing diagram of the chaotic system. (a) t ∈ (480, 497). (b) t ∈ (497, 836).
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Figure 16: Coexisting attractors with different z0 and w0.
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Figure 18: Experimental results of DSP implementation. (a) x-y plane. (b) x-w plane.
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Let the parameters be a� 30, b� 18, d� 2, c� 100, e� 0.2,
and g � − 0.017, and set the initial condition as (4, 50, 1, 24,
− 23). -e image as shown in Figure 18 can be obtained on
DSP.-e phase diagram realized by DSP is basically consistent
with the phase diagram obtained by numerical simulation.

-e hardware types such as F28335 chip and oscilloscope
used for DSP simulation of the system are shown in
Figure 19.

5. Conclusions

In this paper, a chaotic oscillator consisting of memristor,
meminductor, and memcapacitor in series is designed and
the stability of the system is analyzed. By changing the
parameters of the system, the dynamic characteristics of the
system are varied. By analyzing the LEs, bifurcation diagram,
and complexity of the system, we find that the system is a
hyperchaotic system and the dynamic behavior of the system
shows high complexity and sensitivity with the change of
system parameters. -e special dynamical phenomena such
as coexistence of attractors and state transition are found in
chaotic systems, and reasonable explanations are provided
for these phenomena. Finally, the circuit is implemented on
DSP and the phase diagram obtained by DSP is basically
consistent with that obtained by software simulation. Be-
cause of its abundant dynamical behavior, this simple
chaotic circuit has a broad application prospect in image
encryption and chaotic secure communication.
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