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1. Introduction

Wireless sensor networks (WSNs) have been spawning many new applications where cooperative state estimation is essential. In this paper, the problem of performing cooperative state estimation for a discrete linear stochastic dynamical system over wireless sensor networks with a limitation on the sampling and communication rate is considered, where distributed sensors cooperatively sense a linear dynamical process and transmit observations each other via a common wireless channel. Firstly, a novel dynamic variance-based triggering scheme (DVTS) is designed to schedule the sampling of each sensor and the transmission of its local measurement. In contrast to the existing static variance-based triggering scheme (SVTS), the newly proposed DVTS can lead to the larger average intertrigger time interval and thus fewer total triggering number with almost approximate estimation accuracy. Second, a new Riccati equation of the prediction variance iteration for each estimator is obtained, which switches dynamically among the modes related to the variance of the previous step and the recently received measurements from other sensors. Furthermore, the stability issue is also mainly investigated. Finally, simulation results show the effectiveness and advantage of the proposed strategy.

Wireless sensor networks (WSNs) are composed of a wealth of low-cost tiny devices that integrate heterogeneous sensing and wireless communication with limited processing and power resources [1–3]. They have spawned a wide range of applications, including cooperative target localization and tracking [4, 5], environment and health monitoring [6], control and guidance of unmanned vehicles or mobile robots [7, 8], and smart grids [9].

In these applications, the nodes of sensor networks are distributed in the determined areas or deployed randomly in the unknown areas without power supplying to monitor some specific targets and powered by independent power resource such as onboard batteries. Then, how to save power energy of the WSNs to prolong its lifespan is a fundamental issue we have to consider. Obviously, the lifespan of the WSNs is directly related to the average amount of sensing, processing, and communicating of each sensor node. Hence, it is a direct and effective way of improving energy-efficiency of the WSNs to reduce appropriately the average rate of sensing, processing, and communication carried out by each sensor node and also to maintain the acceptable overall estimation performance in the meanwhile [10].

In addition, as the application of large-scale WSNs increases, the cost of communication among the sensor nodes becomes a pivotal factor that we have to pay attention to, in that it is related to the overall performance of control systems. Clearly, it is an effective way of easing the excessive concentration pressure of communication traffic degrading the overall performance of control systems or estimators to reduce the average communication rate of the large-scale WSNs appropriately [11, 12].

The abovementioned considerations have led to the great development of sensor triggering or scheduling mechanisms that can make a better tradeoff between the average rate of communication and the overall estimation performance related usually to the estimation error, usually known as controlled communication [13, 14]. The tradeoff between the average rate of communication and the overall estimation...
performance is explored in [15–18]. In the works of [15, 16], the existence of a critical value of the observations loss rate within bounded estimation error covariance has been proved, which allows tradeoff between energy-efficiency and estimation accuracy.

Event-triggered or data-driven framework is popular one of improving energy-efficiency of the overall sensor networks and ensuring use-efficiency of the communication resource in WSNs [12, 19–22]. In contrast to the traditional time-driven or time-triggered framework, the data-driven or event-triggered one makes each sensor node communicate or work only when some index data are required to meet the specific constraint on the overall performance of control system or estimator. For example, the WSNs-based state estimation problem with deterministic event-triggering scheme is studied in [18, 23–25], which has a common disadvantage that Gaussian property of innovation process is easily destroyed by intermittent measurement sequences, but is easy to implement. Then, to maintain the Gaussian property of innovation process, the WSNs-based state estimation problem with stochastic event-triggering scheme is studied in [19, 26–30].

In the abovementioned references on the WSNs-based state estimation problem with deterministic event-triggered or data-driven scheduling scheme, an event of observation transmission is usually triggered by some specified conditions on real-time measurement or state, and in the stochastic event-triggered scheduling scheme, observation is usually transmitted to the base node in a random triggering mode or observation transmission is triggered by a random event. As opposed to the event-triggered scheduling schemes, the variance-triggering framework used herein depends on the prediction variance at the current step, whose resulting variance iteration is deterministic and only related to the available measurements and the estimation variance [12, 31]. In the works of [12, 31], each sensor node is regarded as an independent estimator running a copy of the Kalman filter and transmits its measurement to the base node only when the associated measurement prediction variance of each sensor node exceeds the allowable or tolerable upper bounds, which can be categorized as static variance-based triggering scheme (SVTS) as the thresholds are fixed all the time. Under the SVTS, the sensor transmission event is triggered once the prediction variance exceeds the static thresholds. In the work of [32], a dynamic event-triggered transmission scheme (DETS) is presented for distributed set-membership estimation over wireless sensor networks, which can result in larger interevent time interval in contrast to the static event-triggered transmission scheme (SETS). Under the DETS, each sensor node is also regarded as an independent estimator running a copy of the set-membership filter and transmits its local measurement to its nearby sensors only when the deviation between its current measurement and its last transmitted measurement exceeds an auxiliary offset variable that can be adjusted real time in accordance with the last deviation. In the DETS, the auxiliary offset variable just is adjusted with the last deviation, but not related with the last triggered status of all sensors.

Hence, motivated partially by the SVTS proposed in [12] and the DETS proposed in [32], we expect intuitively that if the threshold could be adjusted dynamically to make the prediction variance not easily surpass the dynamic threshold, the total triggering number would be further decreased than the one by using SVTS. Thus, it is the main motivation of this paper to design and develop an efficient DVTS for distributed cooperative estimation over wireless sensor networks.

In this paper, we consider the remote cooperative state estimation problem for a discrete linear stochastic dynamical system over wireless sensor networks with a limitation on the sampling and communication rate. The dynamical system is observed by a group of spatially distributed or deployed smart sensors with limited power resource, which communicates each other via a common wireless network channel. Each smart sensor can measure the output of the plant, process its measurement, and transmit its processed measurement to other nearby sensors, as shown in Figure 1. The main novelty and contributions of this paper are summarized as follows:

(i) A new DVTS is designed and developed to determine when each smart sensor should sense the plant and transmit its processed measurement to its neighbors. In contrast to the SVTS, an auxiliary dynamic offset variable with initial nonnegative offset is introduced into the threshold, which is analytically proved to be nonnegative all the time, and it is also analytically proved that the intertrigger time interval generated by the DVTS is no less than the one caused by the SVTS. In this sense, the total triggering numbers by the DVTS are no more than the one by the SVTS in the same time interval.

(ii) A novel type of Riccati equation, which dynamically switches among the modes depending on the variance of the previous step and the recently received measurements from other nearby sensors, is derived and obtained as a critical element or condition of the DVTS for this remote cooperative estimator.

(iii) The stability properties of the proposed distributed cooperative estimation method are analyzed and studied, and we derive and prove that the estimation error is asymptotically bounded under system collective observability and controllability.

The remainder of this paper continues as follows. In Section 2, the distributed cooperative state estimator with a DVTS is developed for a discrete linear stochastic dynamical system over wireless sensor networks with a limitation on the sampling and communication rate and the corresponding dynamic iteration Riccati equation for the proposed estimator is derived. The stability properties of the proposed distributed cooperative estimator are analyzed and studied in Section 3. Examples and simulations are provided in Section 4 and Section 5 concludes this paper.
1.1. Notations. \( Z_+ \) denotes the set of nonnegative integer numbers, \( k \in Z_+ \) is the sampling time index, \( \mathbb{R} \) denotes the set of all real numbers, and \( \mathbb{R}^n \) is the \( n \)-dimensional Euclidean space. For a matrix \( X \in \mathbb{R}^{m \times n} \) and \( i, j = 1, 2, \ldots, n \), \( X > 0 \) denotes that the matrix \( X \) is a \( n \times n \) definite matrix, \((X)_{ij}\) means the element at the \( i \)-th row and the \( j \)-th column of the matrix \( X \), and \( X^T \) represents the transposition of \( X \). For positive-definite matrices \( A \) and \( B \), we define \( \max [A, B] \triangleq \begin{cases} \; A & \text{if } A - B \succeq 0 \\ B & \text{otherwise} \end{cases} \) and \( \text{diag}(\ldots , \ldots ) \) denotes the diagonal matrix whose diagonal elements are the entries in \( \cdot \). \( E[\cdot] \) denotes the expectation of a random variable, and \( \text{Var}[\cdot] \) is the variance of a random variable, and \( \text{Var}[\cdot|\cdot] \) denotes the variance of a random variable conditioned on another random variable. \( f_n \) is the function composition \( f_n (f_{n-1}(x)) \) and \( f^{n}(x) = f (\ldots f_1(x)\ldots) \) with \( n \in Z_+ \). \( f^0(x) = x \). \( \delta \) function is defined as \( \delta_{ij} = 1 \) if \( i = j \); otherwise, \( \delta_{ij} = 0 \). The binary indicator function \( 1_F \) denotes that \( 1_F = 1 \) if statement \( F \) is true, and \( 1_F = 0 \) if statement \( F \) is false.

2. Variance-Based State Estimator

In this paper, the overall estimation framework of each smart sensor, as shown in Figure 1, is studied. The model of each system component is provided, and the sensor scheduling strategy and estimation method are presented in this section.

2.1. Process and Sensors. We consider a single linear time-invariant system with stochastic noises, whose states are observed by a number of \( N \in Z_+ \) distributed sensors

\[
\begin{align*}
    x(k) &= A x(k-1) + \omega(k-1), \\
    y_i(k) &= C_i x(k) + \nu_i(k), & i = 1, 2, \ldots, N.
\end{align*}
\]

In the above equations, \( k \) denotes the discrete sampling time index, \( x(k) \in \mathbb{R}^n \) is the state vector of the system, \( y_i(k) \in \mathbb{R}^{m_i} \) is the observation taken by sensor \( i \), and \( n \in Z_+ \) and \( m_i \in Z_+ \) are the dimensions of the corresponding matrices. The process noise \( \omega(k) \) and the observation noise \( \nu_i(k) \) are mutually independent processes with \( E[\omega(k)\nu_i(k)^	op] = 0 \) and 0-mean white Gaussian processes with \( E[\omega(k)\omega(k)^	op] = \delta_{ii}Q(k) \) and \( E[\nu_i(k)\nu_i(k)^	op] = \delta_{ii}R_i \). \( \delta_{ii} \) and \( \delta_{ij} \) are the Kronecker delta. In addition, the initial state \( x(0) \) is a 0-mean Gaussian random variable with \( E[x(0)x^T(0)] = \Pi > 0 \) and is uncorrelated with the process noise \( \omega(k) \) and the observation noise \( \nu_i(k), \forall k, i \). We also assume that \( C_i \) is full row rank.

2.2. Estimation Process. As shown in Figure 1, each estimator calculates the estimate of the system state \( x(k) \) with the minimum mean-squared estimate error based on the observations received recently from the distributed sensors by using multisensor Kalman filtering. We define

\[
\begin{align*}
    \bar{y}(k) &\triangleq \left[ (y_1(k))^	op, (y_2(k))^	op, \ldots, (y_N(k))^	op \right]^	op, \\
    y_i(k) &= y_i(t_i^k)1_{k-t_i^k \leq 1}, & i = 1, \ldots, N, \\
    \bar{y}(k) &\triangleq [\bar{y}(1), \bar{y}(2), \ldots, \bar{y}(k)],
\end{align*}
\]

where \( y_i(t_i^k) \) denotes the received measurement from the smart sensor \( i \), which is stored in the buffer, as shown in Figure 1, and \( t_i^k \) denotes the received time.

\[
\begin{align*}
    \bar{x}(k|k-1) &= E[x(k)|\bar{y}(k-1)], \\
    \bar{x}(k|k) &= E[x(k)|\bar{y}(k)], \\
    e(k|k-1) &= x(k) - \bar{x}(k|k-1), \\
    e(k|k) &= x(k) - \bar{x}(k|k), \\
    P(k|k-1) &= E[e(k|k-1)e(k|k-1)\bar{y}(k-1)], \\
    P(k|k) &= E[e(k|k)e(k|k)\bar{y}(k)],
\end{align*}
\]

where \( \bar{x}(k|k-1) \) and \( \bar{x}(k|k) \) are called as a priori and a posteriori MMSE estimate, and \( P(k|k-1) \), \( P(k|k) \) are the estimation error covariance matrices related to the priori and posteriori MMSE estimate, respectively. At sampling time \( k \), the priori estimate state \( \bar{x}(k|k-1) \) and corresponding estimation error covariance matrix \( P(k|k-1) \) are first calculated as follows:

\[
\begin{align*}
    \bar{x}(k|k-1) &= A \bar{x}(k-1|k-1), \\
    P(k|k-1) &= AP(k-1|k-1)A^T + Q,
\end{align*}
\]

where the recursion starts from the initial estimation state \( \bar{x}(0|0) \) and corresponding initial estimation error covariance matrix \( P(0|0) = \Pi \). Let us further define

\[
\begin{align*}
    \bar{C}(k) &\triangleq \left[ C_1^{\top} 1_{k-t_1^k \leq 1}, C_2^{\top} 1_{k-t_2^k \leq 1}, \ldots, C_N^{\top} 1_{k-t_N^k \leq 1} \right]^{\top}, \\
    \bar{R}(k) &\triangleq \text{diag} \left\{ R_1 + I \sigma_{k-t_1^k}^2, \ldots, R_N + I \sigma_{k-t_N^k}^2 \right\},
\end{align*}
\]
where \( \sigma_{k-t^i_i \leq 1} = 0 \) if \( k-t^i_i \leq 1 \) is true, and \( \sigma_{t^i_i \leq 1} = +\infty \), otherwise, for \( i = 1, 2, \ldots, N \), and the matrix \( I \) is the identity matrix with appropriate dimension. At the sampling time \( k \), each estimator calculates \( \tilde{x}(k|k) \) and \( P(k|k) \) as follows:

\[
P(k|k) = \left( P(k|k-1)^{-1} + \sum_{i=1}^{N} C_i^T R_i^{-1} C_i 1_{k-t^i_i \leq 1} \right)^{-1},
\]

(8)

\[
K(k) = P(k|k)C_i^T (RC_i)^{-1},
\]

(9)

\[
\tilde{x}(k|k) = \tilde{x}(k|k-1) + K(k) (\tilde{y}(k) - C_i \tilde{x}(k|k-1)),
\]

(10)

where \( \dagger \) denotes the Moore–Penrose pseudoinverse.

**Remark 1.** If the statements \( k-t^i_i \leq 1, i = 1, \ldots, N \) are always true for all time \( k \), the recursion (5)–(10) is the well-known standard Kalman filter for the processes (1) and (2), which keeps track of the Gaussian conditional probability distribution of the system state \( x(k) \) that is conditioned on all observations from the distributed sensors up to time \( k \). To distinguish this well-known standard Kalman filter from our proposed variance-triggered filter as well as the other event-triggered or data-driven filters, we call it as the full communication Kalman filter [12]. For the full communication Kalman filter, the state prediction estimation error variance \( \text{Var}[x(k)|Y(k-1)] = \{y_1(k-1), y_2(k-1), \ldots, y_N(k-1)\} \) converges to \( P > 0 \) of the unique positive semidefinite solution to the discrete algebraic Riccati equation (DARE) for the processes (1) and (2):

\[
\overline{P} = APA^T + Q - APC_i^T (LC_i P + R)^{-1} C_i P A^T,
\]

\[
C \triangleq \{C_1^T, C_2^T, \ldots, C_N^T\}^T,
\]

\[
R \triangleq \text{diag}[R_1, R_2, \ldots, R_N].
\]

For the notational simplicity and convenience, we use \( \overline{P} = \text{DARE}(A, C, Q, R) \) instead of equation (11).

### 2.3. Dynamic Variance-Based Triggering Scheme

It is noteworthy that a process or plant is observed by many distributed smart sensors with wireless communication unit, such as target tracking and environment monitoring, where sensing data redundancy should be considered besides power and bandwidth resources due to various design and implementation considerations. Therefore, from the perspective of resource conservation and full utilization, it is inappropriate and improvident to make each sensor observe the plant and transmit its observation to its neighbors all the time. So, it is indispensable to develop an effective triggering scheme to reduce the average rate of sensor’s observations and transmissions by taking full advantage of the redundancy of all recently received broadcast data from other sensors. Motivated by a static variance-based triggering scheme proposed in [12] and a dynamic event-triggered transmission scheme proposed in [32], a new dynamic variance-based triggering scheme is presented in this section.

With consideration of notational simplicity and convenience, we use \( P_k \triangleq P(k|k-1) \) to denote the state prediction variance. We know that the state prediction variance \( P_k \) reflects the uncertainty of the prediction state \( \tilde{x}(k|k-1) \) with all available observations \( \tilde{Y}(k-1) \) up to the previous step time \( k-1 \). Hence, the estimator can schedule the smart sensor to observe the plant and transmit its observation according to the difference between the prediction variance of the dynamically variance-triggered Kalman filter and the steady-state prediction variance of the full communication Kalman filter \( P_k - \overline{P} = \text{Var}[x(k)|\tilde{Y}(k-1)] \).

Therefore, we define the triggering variable \( y_k^i \) and the dynamic auxiliary variable \( \epsilon_k^i \) as follows:

\[
y_k^i = \begin{cases} 1, & \text{if } \epsilon_k^i > \delta_k^i, \\ 0, & \text{otherwise}, \end{cases}
\]

(12)

\[
\epsilon_k^i = C_i (P_k - \overline{P}) C_i^T - \sigma_i,
\]

(13)

\[
\delta_k^i + 1 = \rho_k^i \delta_{k+1}^i - (\rho_k^i - \rho_{k+1}^i) \epsilon_k^i,
\]

(14)

\[
0 < \rho_k^i = 1 + \sum_{l=k-L}^{k-1} y_l^i \leq 1,
\]

(15)

where \( \delta_k^i \) denotes the auxiliary offset variable related to the recent triggering frequency \( \rho_k^i \) of the sensor \( i \) with \( \delta_0^i \) representing the initial offset of the auxiliary system, and \( L \in \mathbb{Z}_+ \) represents the time-window.

**Remark 2.** Compared with the static variance-based triggering scheme proposed in [12],

\[
y_k^i = \begin{cases} 1, & \text{if } C_i (P_k - \overline{P}) C_i^T - \sigma_i > 0, \\ 0, & \text{otherwise}, \end{cases}
\]

(16)

where the design parameter \( \sigma_i \) is constant, and the introductions of \( \delta_k^i \) and \( \rho_k^i \) are critical ingredients of the dynamic variance-based triggering scheme (12)–(15), which is partially motivated by the dynamic event-triggered transmission scheme proposed in [32] for distributed set-membership estimation, whereas the dynamic event-based triggering scheme in [32] required all smart sensors to observe and measure the plant or process all the time, which does not take advantage of the redundancy of sampling data from other sensors. In contrast, the dynamic variance-based triggering mechanism (12)–(15) is based on the recently received sampling data from other sensors and the prediction variance to schedule each sensor’s observation and transmission. In the meanwhile, the dynamic auxiliary variable \( \epsilon_k^i(k) \) is delicately established such that the dynamic variance-based triggering scheme (12)–(15) can dynamically regulate the ratio of triggered sensors to all sensors, and the auxiliary offset variable \( \delta_k^i \) is also delicately constructed such that the one can dynamically regulate the intertrigger time interval. In this sense, the value of \( \delta_k^i \) and \( \rho_k^i \) could be
Lemma 1. For given initial offset \( \delta_k^i \geq 0 \) and time-window \( L \in \mathbb{Z}_+ \) in the dynamic variance-based triggering mechanism (12)–(15), the auxiliary offset variable \( 0 \leq \delta_k^i \leq \delta_0^i \) always holds for all \( k \in \mathbb{Z}_+ \).

Proof. Under the dynamic variance-based triggering scheme (12)–(15), there are two cases including \( \gamma_k^i = 1 \) and \( \gamma_k^i = 0 \).

For the first case \( \gamma_k^i = 0 \), considering the worse situation \( \gamma_l^i = 0 \) for all \( 1 \leq l \leq k \), we have that

\[
\delta_k^i \leq \delta_k^i.
\]

(17)

Then, (15) indicates that

\[
\rho_k^i - \rho_{k+1}^i \leq \frac{1}{L}.
\]

(18)

\[
\rho_k^i \geq \frac{1}{L}.
\]

(19)

Combining (18) and (19) means that

\[
\rho_k^i \left( \rho_k^i - \rho_{k+1}^i \right) = 2 \rho_k^i - \rho_{k+1}^i \geq \frac{1}{L} \geq 0.
\]

(20)

According to (14), combining (17) and (20) leads to that

\[
\delta_{k+1}^i = \rho_k^i \delta_k^i - \left( \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \\
\geq \left( 2 \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \geq \cdots \geq \prod_{i=0}^{k} \left( 2 \rho_k^i - \rho_{k+1}^i \right) \delta_0^i \geq 0.
\]

(21)

(22)

For the another case, \( \gamma_k^i = 1 \) and from (22), that means \( \delta_k^i > \delta_0^i \geq 0 \). Then, we can have that \( \rho_k^i - \rho_{k+1}^i \leq 0 \) from (15).

Thus, (14) indicates that

\[
\delta_{k+1}^i = \rho_k^i \delta_k^i - \left( \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \geq \rho_k^i \delta_k^i \geq 0.
\]

(23)

Thus, combining two cases, we can conclude that the auxiliary offset variable \( \delta_k^i \geq 0 \) always holds for all \( k \in \mathbb{Z}_+ \). □

Lemma 2. Under the dynamic variance-based triggering scheme (12)–(15), if \( \gamma_M^i = 1, \gamma_N^i = 1, \text{ and } \gamma_k^i = 0 \) with \( M < k < N, M, N \in \mathbb{Z}_+ \), then (i) the auxiliary offset variable \( \delta_k^i \geq \delta_k^i \) always holds for all \( \delta_k^i \geq -\delta_0^i \), and (ii) the auxiliary offset variable \( \rho_k^i \delta_k^i \leq \delta_k^i \leq \rho_k^i \delta_k^i + \left( \sigma/L \right) \delta_k^i \) always holds for all \( \delta_k^i < -\delta_0^i \).

Proof. From (12) and (15), we have that

\[
\delta_k^i \leq \delta_k^i \delta_k^i - \rho_k^i \delta_k^i + \left( \sigma/L \right) \delta_k^i \geq 0.
\]

(24)

Thus, for \( 0 \leq \delta_k^i \leq \delta_0^i \), (14) and (24) indicate that

\[
\delta_{k+1}^i = \rho_k^i \delta_k^i - \left( \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \leq \rho_k^i \delta_k^i \leq \delta_k^i.
\]

(25)

Then, for \( -\delta_k^i \leq \delta_k^i < 0 \), (14) and (24) yield that

\[
\delta_{k+1}^i = \rho_k^i \delta_k^i - \left( \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \leq \rho_k^i \delta_k^i \leq \delta_k^i.
\]

(26)

Combining (25) and (26) gives \( \delta_k^i \geq \delta_{k+1}^i \) for \( \delta_k^i \geq -\delta_0^i \). Finally, for \( \delta_k^i < -\delta_0^i \), combining (14) and (24) yields

\[
\delta_{k+1}^i = \rho_k^i \delta_k^i - \left( \rho_k^i - \rho_{k+1}^i \right) \delta_k^i \leq \rho_k^i \delta_k^i \leq \delta_k^i.
\]

(27)

In addition, \( C_i (P_i - \overline{P}) C_i^T \geq 0 \) always holds for all \( i \in \mathbb{Z}_+ \); it leads to \( \delta_k^i \geq -\sigma_i \). Thus, we have that

\[
\delta_k^i \leq \rho_k^i \delta_k^i \leq \delta_{k+1}^i + \left( \sigma/L \right) \delta_k^i.
\]

(28)

Combining (27) and (28) yields \( \rho_k^i \delta_k^i \leq \delta_{k+1}^i \leq \delta_k^i \) and \( \left( \sigma/L \right) \delta_k^i \) for \( \delta_k^i < -\delta_0^i \).

Lemma 1 shows that the auxiliary offset variable \( \delta_k^i \) is always nonnegative with initial offset \( \delta_0^i \geq 0 \) for all \( k \in \mathbb{Z}_+ \), which makes the triggering condition in the dynamic variance-based triggering scheme (12)–(15) more stringent than the one in the static variance-based triggering scheme (16), and it is shown in Lemma 2 that the triggering condition in (12)–(15) can be adaptively slightly relaxed as the recent triggered frequency decreases, which makes the overall estimation accuracy be guaranteed to some extent. □

Lemma 3. Under the dynamic variance-based triggering scheme (12)–(15), let \( \gamma_M^i = 1, \gamma_N^i = 1, \text{ and } \gamma_k^i = 0 \) for \( M < k < N, M, N \in \mathbb{Z}_+ \) with initial offset \( \delta_0^i \geq 0 \), and under the static variance-based triggering scheme (16), let \( \gamma_M^i = 1, \gamma_N^i = 1, \text{ and } \gamma_k^i = 0 \) for \( M < k < N, M, N \in \mathbb{Z}_+ \). Then, we have that \( N_i \leq N_d \).

Proof. Supposing \( N_i > N_d \), from (16), we can have that

\[
C_i (P_{N_i} - \overline{P}) C_i^T - \sigma_i = \epsilon_{N_i}^d \leq 0.
\]

(29)

In addition, from (12), we also have that

\[
\epsilon_{N_i}^d > \delta_{N_i}^d.
\]

(30)

According to Lemma 1, we know that \( \delta_k^i \geq 0 \) always hold for all \( k \in \mathbb{Z}_+ \), because of \( \delta_0^i \). Then, from (30), we have that \( \epsilon_{N_i}^d > \delta_{N_i}^d \geq 0 \), but from (29), we also have that \( \epsilon_{N_i}^d \leq 0 \), which leads to contradiction. Thus, by contradiction, we have that \( N_i \leq N_d \), the proof has been completed. □

Lemma 3 shows that the intertrigger time interval generated by applying the dynamic variance-based triggering scheme (12)–(15) is no less than the one by using the static variance-based triggering scheme (16), which indicates that the total triggering number and totally released data packets resulted by the dynamic variance-based triggering scheme (12)–(15) will be no more than the ones resulted by the static variance-based triggering scheme (16).

2.4. Dynamic Switching Riccati Equation. It is easy to obtain that the update iteration equation of the state prediction variance \( P_k^i \) for \( i \)th smart sensor can be written as follows:
present the following theorem.

1. recently received measurements from other smart sensors and itself. In other words, the system could dynamically switch among the modes as the binary indicator function $1_{k-t_i^j \leq 1}$ describes the status of the recently received measurements from other smart sensors and itself.

Among these modes, there exist two extreme cases. The first extreme case is that all binary indicator functions from $1_{k-t_i^j \leq 1}$ to $1_{k-t_i^j \leq 1}$ equal to 0, which means that the sensor has not received any measurements in the latest sampling period from any nearby smart sensors including itself. For this case, from (31), we have that

$$P_{k|1} = AP_kA^T + Q \equiv H_0(P_k).$$

The second extreme case is that all binary indicator functions from $1_{k-t_i^j \leq 1}$ to $1_{k-t_i^j \leq 1}$ equal to 1, which means that the sensor has received all measurements in the latest sampling period from all nearby smart sensors including itself. For this case, from (31), we have that

$$P_{k|1} = A\left(P_k^{-1} + \sum_{i=1}^{N} C_i^T R_i^{-1} C_i\right)^{-1} A^T + Q \equiv H_1(P_k).$$

To proceed with stability analysis in next section, we present the following theorem.

**Theorem 1.** If $R_i > 0$ for $i = 1, \ldots, N$ and $P_0 > 0$, then $H_1(P_k) < P_{k|1} < H_0(P_k)$ holds for all $k \in \mathbb{N}$.

**Proof.** Because of $R_i > 0$ for $i = 1, \ldots, N$, we have that

$$C_i^T R_i^{-1} C_i = \left(\frac{1}{R_i^{-1} C_i}\right)^T \left(\frac{1}{R_i^{-1} C_i}\right) \geq 0. \quad (34)$$

Then, combining the binary indicator function, $1_{k-t_i^j \leq 1}$, and (34) yields

$$0 < \sum_{i=1}^{N} C_i^T R_i^{-1} C_i 1_{k-t_i^j \leq 1} < \sum_{i=1}^{N} C_i^T R_i^{-1} C_i, \quad (35)$$

which leads to

$$\left(P_k^{-1} + \sum_{i=1}^{N} C_i^T R_i^{-1} C_i\right)^{-1} A^T + Q \equiv H_1(P_k).$$

Proof. Assume that $A$ is controllable, then $x(t)$ has a unique positive-definite solution $\overline{G} = h(\overline{G}) = \lim_{k \to +\infty} A^k Q(A^T)^k$ since $(A, \sqrt{Q})$ is controllable, then

$$\lim_{k \to +\infty} G_k = \lim_{k \to +\infty} \left(\sum_{j=0}^{k} A^j Q(A^T)^j\right)^{1/2} \equiv \overline{G} \geq Q.$$  \quad (39)
proved that the sequence $G_k$ converges if and only if $\rho(A) < 1$ or $A$ is stable. Furthermore, $\rho(A) \geq 1$ or that $A$ is unstable means that the sequence $G_k$ does not converge, or means that the sequence $G_k$ is unbounded because it is monotonically increasing. Consequently, it has been proved that the sequence $G_k$ diverges if and only if $\rho(A) \geq 1$ or $A$ is unstable.

\paragraph*{Lemma 5} (see \cite{12, 33}). Assuming that all binary indicator functions from $1_{k-t_1,1} \leq 1_{k-t_i,1}$ equal to $1$ for all time $k \in Z_+$, the dynamic switching Riccati equation (31) becomes the Riccati equation of the standard Kalman filter. Then, the prediction variance sequence $(P_k)$ converges to $\bar{P} \succ Q$ of the unique positive semidefinite solution to the discrete algebraic Riccati equation (DARE), which is given by (11).

\paragraph*{Theorem 2.} Assume that $(A, \sqrt{Q})$ is controllable, then there exists a unique positive definite satisfying $\bar{P} = H_1(\bar{P})$ and a unique positive definite satisfying $G = H_0(G) = h(G)$ such that

\begin{equation}
\begin{aligned}
l \sup_{k \to \infty} P_k < G \hspace{1cm} & \text{lim inf}_{k \to \infty} P_k \succ \bar{P},
\end{aligned}
\end{equation}

If $A$ is stable or $\rho(A) < 1$, then $G = A \bar{G} A^T + Q$, and if $A$ is unstable, then 

\[ G = \lim_{k \to \infty} (A^{k+1}G_1(A^T)^{k+1} + \sum_{j=0}^{k} A^jQ(A^T)^j) = +\infty. \]

\paragraph*{Proof.} From Theorem 1, we have that, for all $k \in Z_+$,

\[ H_1(P_{k-1}) < P_k \succ H_0(P_{k-1}), \]

and when $k \to +\infty$, then we have

\begin{equation}
\begin{aligned}
l \sup_{k \to \infty} H_1(P_{k-1}) < & \text{lim inf}_{k \to \infty} P_k \to \text{lim inf}_{k \to \infty} H_0(P_{k-1}), \hspace{1cm} \text{lim sup}_{k \to \infty} H_1(P_{k-1}) < \text{lim sup}_{k \to \infty} H_0(P_{k-1}).
\end{aligned}
\end{equation}

According to Lemmas 4 and 5, when $A$ is stable or $\rho(A) < 1$, we have

\begin{equation}
\begin{aligned}
\bar{P} \prec \lim_{k \to \infty} P_k < G & = A \bar{G} A^T + Q, \hspace{1cm} \bar{P} \prec \lim_{k \to \infty} P_k < G = A \bar{G} A^T + Q,
\end{aligned}
\end{equation}

and when $A$ is unstable, we have

\begin{equation}
\begin{aligned}
\bar{P} \prec \lim_{k \to \infty} P_k \prec G, \hspace{1cm} \bar{P} \prec \lim_{k \to \infty} P_k \prec G = \lim_{k \to \infty} (A^{k+1}G_1(A^T)^{k+1} + \sum_{j=0}^{k} A^jQ(A^T)^j) = +\infty.
\end{aligned}
\end{equation}

This completes the proof. \hfill $\square$

\paragraph*{Theorem 3.} Assume that $(A, \sqrt{Q})$ is controllable and $1_{k-t_i,1} = \gamma_k$ (meaning assume that there is no packet loss and time-delay in wireless communications), then there exists a positive-definite matrix $S$ such that the prediction variance $\bar{P} < P_k \prec S$ holds in (31) together with (12)–(15) for all $k \in Z_+$.

\paragraph*{Proof.} Without loss of generality, for smart sensor $i$ we can assume that there exists a sequence of positive integers $\{m_i | m_i \leq m_{i+1}, j \in Z_+ \}$ for such that $\gamma_k \equiv 0$ for all $k \neq m_j$ and $\gamma_{m_j} = 1$ holds. Then, for all $k \neq m_j$, we have that

\begin{equation}
C_i(P_k - \bar{P})C_i^T - \sigma_i \leq \delta_k, \tag{46}
\end{equation}

\begin{equation}
C_i(P_{m_j} - \bar{P})C_i^T - \sigma_i > \delta_{m_j}. \tag{47}
\end{equation}

In addition, from Lemmas 1 and 2, combining (25), (26), and (28) yields that

\[ \delta_k \leq \delta_0 + \frac{1}{L} \sigma_i, \tag{48} \]

which holds for all $k \in Z_+$. Combining (46) and (48) leads to

\[ C_i(P_k - \bar{P})C_i^T - \sigma_i \leq \delta_k \leq \delta_0 + \frac{1}{L} \sigma_i, \tag{49} \]

which holds for all $k \neq m_j$. Then, there exists a positive-definite matrix $\bar{P} \succ P_k$ such that

\[ C_i(\bar{P} - P)(C_i)^T \geq \delta_0 + \frac{L + 1}{L} \sigma_i \geq C_i(\bar{P} - P)(C_i)^T, \tag{50} \]

which holds for all $k \neq m_j$.

On the other hand, Lemma 1 indicates $\delta_{m_j} \geq 0$. From (47), we have that

\[ C_i(P_{m_j} - \bar{P})(C_i)^T - \sigma_i > \delta_{m_j} \geq 0, \tag{51} \]

which holds for all $k = m_j$, and from Theorem 1, we have that

\[ P_{m_j} < H_0(P_{m_{j+1}}) = A \bar{P} \succ A^T + Q < A \bar{P} \succ A^T + Q, \tag{52} \]

which holds for all $k = m_j$. Combining (50) and (52), we take the positive-definite matrix $S = \max[\bar{P}, A \bar{P} A^T + Q]$, then we have that

\[ P_k < S = \max[\bar{P}, A \bar{P} A^T + Q], \tag{53} \]

which holds for all $k \in Z_+$, and Theorem 2 shows that $\bar{P} < P_k$ holds for all $k \in Z_+$. Thus, $\bar{P} \prec P_k \prec S$ holds for all $k \in Z_+$. This completes the proof. \hfill $\square$

Notice that, in view of Theorems 2 and 3, the DVTS-based Kalman filter initialized at sampling time $k = 0$ with a priori initial covariance matrix $P_{0|0} = \Pi > 0$ ensures that the prediction variance matrix $P_k$ is positive definite and uniformly bounded from both above and below for any sampling time $k$, which ensures that the estimation error is also uniformly bounded in mean square for any sampling time $k$.

\section*{4. Simulation Results}

In this section, the developed distributed cooperative fusion estimation approach with variance-based triggering scheme is applied to a single-target tracking problem, where the sensors are deployed to track the state of a moving target, whose motion model is given as follows:
where \( x(k) = [p_x(k), v_x(k), p_y(k), v_y(k)]^T \) denotes the position and velocity components along the \( x \)-axes and \( y \)-axes, respectively; \( y_i(k) \) is the observation of the target's position provided by the \( i \)-th sensor for \( i = 1, 2, \ldots, N \); \( T \) is the sampling time interval; and \( \omega(k-1) \) is a zero-mean Gaussian process noise with the covariance 

\[
Q = q \begin{pmatrix} 
\frac{T^3}{3} & \frac{T^2}{2} & 0 & 0 \\
\frac{T^2}{2} & T & 0 & 0 \\
0 & 0 & \frac{T^3}{3} & \frac{T^2}{2} \\
0 & 0 & \frac{T^2}{2} & T 
\end{pmatrix},
\]

and \( q > 0 \); \( y_i(k) \) is the observation noise assumed to be zero-mean Gaussian process noise with the covariance \( R_i = r I_{2 \times 2} \) and \( r > 0 \). To improve the reliability and the overall performance of the estimation systems, a wireless network of five smart sensors is deployed to cooperatively sense the motion state of a moving target, and each smart sensor only transmits or shares its processed measurement to its nearby sensors.

In order to provide a quantitative comparison of what the total triggering number is on each smart sensor, the same problem setting with three different transmission scenarios is considered.

(i) The periodic triggering scheme (PTS): this case can be achieved by setting \( \sigma_i = 0 \) and \( \delta_i = 0 \) in (12) and (13).

(ii) The static variance-based triggering scheme (SVTS): this case is presented in (16), and the threshold parameters in (16) are selected as \( \sigma_1 = 0.015, \sigma_2 = 0.015, \sigma_3 = 0.016, \sigma_4 = 0.019, \) and \( \sigma_5 = 0.016. \)

(iii) The dynamic variance-based triggering scheme (DVTS): the threshold parameters in (12)-(15) are selected as \( \sigma_1 = 0.01, \delta_0 = 0.005 (0.01 + 0.005 = 0.015), \sigma_2 = 0.01, \delta_3 = 0.005 (0.01 + 0.005 = 0.015), \) \( \sigma_3 = 0.01, \delta_0 = 0.006 (0.01 + 0.006 = 0.016), \sigma_4 = 0.01, \delta_3 = 0.009 (0.01 + 0.009 = 0.019), \sigma_4 = 0.01, \delta_0 = 0.006 (0.01 + 0.006 = 0.016), \) and \( L = 5. \)

The system and noise parameters in above three scenarios are chosen as \( r_1 = 0.1, r_2 = 0.2, r_3 = 0.3, r_4 = 0.4, r_5 = 0.5, \) and \( q = 1.0. \)

The simulation results for the above single-target tracking problem are shown in Figures 2–5. To facilitate comparison analysis, we define a trigger ratio (TR) of each smart sensor as a triggering performance index by \( J_i^T = N_i^T / N_i^P, \) where \( N_i^T \) denotes the actually total triggering number of smart sensor \( i \) and \( N_i^P \) denotes the total triggering number of sensor \( i \) computed by the PTS. Note that in the PTS case, the total triggering number of each smart sensor is 100, which means that the TR is \( J_i^P = 100\% \) for each sensor. However, in the STVS case, we find that the TR of sensor 1 is 74%, sensor 2 is 74%, sensor 3 is 73%, sensor 4 is 74%, and sensor 5 is 73%. In contrast, implementing the DVTS (12)–(15), the TR of each sensor is significantly reduced to \( J_i^T = 45\% \), \( J_i^T = 48\% \), \( J_i^T = 47\% \), \( J_i^T = 49\% \), and \( J_i^T = 44\% \), respectively. A detailed comparison of the triggering number of each sensor in different cases is illustrated in Figure 2. Therefore, we conclude that the DVTS is more efficient in reducing the rate of sampling and communication among sensors than the SVTS and the PTS, thus has more potential to ease the continual occupancy of the limited resources, and Figure 3 shows the specific triggering instants of each sensor node in the SVTS case and the DVTS case. We can see from Figure 3 that the average intertrigger times generated by the DVTS are always no less or larger than the ones generated by the STVS.

To facilitate comparison of the estimation performance between different triggering schemes, the quadratic estimation error (QEE) and average quadratic estimation error (AQEE) are used and presented as follows, respectively:

\[
\text{QEE}(k) = \frac{1}{L_M} \sum_{h=0}^{L_M} \left( x(k) - \tilde{x}_i^h(k|k) \right) Q_{ik}^h \left( x(k) - \tilde{x}_i^h(k|k) \right)^T,
\]

\[
\text{AQEE} = \frac{1}{S_i} \frac{1}{L_M} \sum_{k=0}^{L_M} \sum_{h=0}^{S_i} \left( x(k) - \tilde{x}_i^h(k|k) \right) Q_{ik}^h \left( x(k) - \tilde{x}_i^h(k|k) \right)^T,
\]

where \( L_M \) is the total number of tests, \( S_i \) is the total steps of the estimation, \( x(k) \) denotes the actual state of the moving target, \( \tilde{x}_i^h(k|k) \) and \( P_{ik}^h \) denote the estimation state and the estimation error covariance of the moving target estimated by the sensor \( i \) at the sampling time \( k \) in the \( h \)-th test.

The simulation results between the SVTS case and the DVTS case are analyzed by calculating the QEE and the AQEE on each sensor and are demonstrated in Figures 4 and 5. It is shown in Figures 4 and 5 that the SVTS and the DVTS provide approximately the same QEE, which means that the DVTS does not provide larger QEE than the ones by applying the SVTS even through less total triggering number. In addition, Table 1 shows that the AQEE provided by the DVTS is slightly larger than the one provided by the SVTS, which means that the DVTS with less total triggering number requires a small sacrifice of the AQEE performance. To sum up, the overall superiority of the developed DVTS over the PTS and the SVTS is verified.
Figure 2: Total triggering number of each smart sensor in different cases of the PTS, the SVTS, and the DVTS: (a) straight trajectory; (b) sinusoidal trajectory.

Figure 3: Specific triggering instants of each smart sensor in different cases of the SVTS and the DVTS: (a) straight trajectory; (b) sinusoidal trajectory.
Figure 4: Actual trajectory of the moving target and its estimated trajectories on sensor $i$ in different cases of the SVTS and the DVTS: (a) straight trajectory; (b) sinusoidal trajectory.

Figure 5: Quadratic estimation error $e^2_k$ of sensor $i$ in different cases of the SVTS and the DVTS: (a) straight trajectory; (b) sinusoidal trajectory.
Table 1: Average quadratic estimation error of sensor i in different cases of the SVTS and the DVTS.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Straight trajectory</th>
<th>Sinusoidal trajectory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AQEE-SVTS</td>
<td>AQEE-DVTS</td>
</tr>
<tr>
<td>Sensor 1</td>
<td>0.4127</td>
<td>0.4360</td>
</tr>
<tr>
<td>Sensor 2</td>
<td>0.6180</td>
<td>0.7472</td>
</tr>
<tr>
<td>Sensor 3</td>
<td>0.7098</td>
<td>0.8065</td>
</tr>
<tr>
<td>Sensor 4</td>
<td>0.7711</td>
<td>0.8494</td>
</tr>
<tr>
<td>Sensor 5</td>
<td>0.8106</td>
<td>0.8775</td>
</tr>
<tr>
<td>Average</td>
<td>0.6644</td>
<td>0.7433</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, the distributed cooperative estimation problem for discrete linear stochastic dynamical systems over resource-constrained wireless sensor networks has been addressed. What time does each smart sensor need to observe or sense the dynamical system and transmit its local measurement to its nearby sensors, it is determined by the DVTS. The distributed cooperative estimators with SVTS and DVTS have been deliberately established and a new type of Riccati equation has been derived as a critical element of the SVTS and the DVTS for these estimators. The stability and accuracy of the proposed estimation method is investigated, and the boundedness of the expected estimation error covariance is analyzed. Finally, a moving target tracking model has been employed to illustrate the effectiveness and advantage of the proposed approach, which can be also used in many other applications, especially in the field of the collaborative perception of WSNs, such as cooperative target localization and tracking, cooperative control and guidance of mobile robots, and smart grids.
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