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Aiming at the high false alarm rate when using single sensor to detect fire in aircraft cabin, a multisensor data fusion method is
proposed to detect fire. First, the weights of multiple factors, that is, temperature, smoke concentration, CO concentration, and
infrared ray intensity in the event of fire, were calculated by using the improved analytic hierarchy process (AHP) method on each
sensor node of wireless sensor network, and the probability of fire event in the cabin was evaluated by multivariable-weighted
fusion method. Second, based on the mutual support among the evaluation data of fire probabilities of each node, the adaptive
weight coefficient is assigned to each evaluation value, and the weighted fusion of all evaluation values of each node is conducted to
obtain the fire probability. In the end, compared to the threshold of probability, the fire alarm is determined. Comparing the
proposed algorithm to the grey fuzzy neural network fusion algorithm and fuzzy logic fusion algorithm in terms of the time
consumption for fire detection and sending alarm and the accuracy of fire alarm perspectives, the experiments demonstrate that
the proposed fire detection algorithm can detect the fire within 10s and reduce the false alarm rate to less than 0.5%, which verifies
the superiority of the algorithm in promptness and accuracy. In the meanwhile, the fault tolerance of the algorithm is proved
as well.

1. Introduction

It is well known that safety is always the priority for air-
crafts flights; furthermore, fire is a big threat for flight
safety. (erefore, fire detection issues for aircrafts have
become the focus for aircraft environmental monitoring. It
is necessary to develop an effective method to realize the
real-time and effective monitoring of cabin environments
and provide the timely and accurate alarm for emergencies.
Tracking and estimating the target system can effectively
monitor the system condition [1–3]. At present, fire alarm
method can only make alarm decision based on specific
parameters (such as temperature, smoke, fire, and gas),
which is vulnerable to external interferences and often
gives false alarm [4]. For example, when the dust particles
in the cabin reach a certain concentration, the sensor will
mistakenly consider them as flame smokes and then send
an alarm signal. (ere are multiple false fire alarms for the

aircraft industrial applications. For example, on March 4,
2019, a Boeing 777 flying from Beijing to Los Angeles made
an emergency landing at Russia’s Anadyr Airport because a
fire alarm broke out in the rear cargo compartment during
flight. Unfortunately, after inspections, the cargo hold was
normal and there was no sign of fire. At the end, it was
concluded that the aircraft fire information was out of
order. Once the fire alarm signal is sent, an emergency
landing is required. (erefore, false fire alarms definitely
affect the safety, increase the burden of crew works, and
bring about more economy loss for civil aviation industry.
In the future, aircraft manufacturing will develop towards
flying wirelessly instead of flying by wire; therefore, it will
become a trend to use WSN technology for aircraft cabin or
cargo environment monitoring. For example, Wang et al.
utilized the distributed wireless sensor monitoring network
to monitor and estimate multiple contaminants and
overcome the hypersensitivity of the single sensor in
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aircraft cabins [5, 6]. Currently, WSN-based multisensor
indoor fire detection technology usually uses the data
detected by multiple sensors to fuse and obtain the
probability of fire event, which greatly improves the ac-
curacy of fire alarms. General methods of multisensor data
fusion include fuzzy logic fusion based on neural network
[7], fuzzy logic fusion [8], and D-S evidence inference [9].
(e above method fuses the environmental information
collected by temperature sensor, smoke sensor, CO gas
sensor, and flame infrared ray sensor, effectively improving
the accuracy of fire detection.

(e above commonly used fusion algorithms mainly rely
on the establishment of fuzzy reasoning rules and the
construction of neural networks. Although the detection
accuracy is greatly improved to some extent when the input
variables are increased, the detection and decision time
becomes longer. However, China civil aviation regulations
article 25.858 states that the fire alarm should be notified to
the flight crew by visual indication in less than one minute.
(erefore, it is necessary to design a method to more ac-
curately and timely determine the fire alarm when fusing
multiple variables. Some existing literatures demonstrate
that the fuzzy logic fusion algorithm based on neural net-
work can make the fusion result close to the real result by
means of connecting weights between training networks
[10, 11]. However, when the input variable increases, the
number of network layers increases, the data set to be trained
increases, and the detection time increases. In order to
shorten the fusion time to some extent, the weight of each
fusion variable in the probability assessment of fire event can
be considered; then, the sensor data can be estimated.
Among them, analytic hierarchy process (AHP) is widely
used in multivariable weight calculation and system state
evaluation [12–15]. For example, Yang et al. used fuzzy AHP
and deviation maximization method to determine the
subjective and objective weight of each index and evaluated
the risk degree of voltage sag of each observation point by
weighting the comprehensive weight and its pressure drop,
so as to take corresponding measures timely [12].

Various fusion methods introduced above are all under
the assumption that the sensors work normally under the
ideal conditions for fire alarm system; however, environ-
mental complexity and uncertainty often cause sensor
malfunctions, further cause the large deviation, and seri-
ously affect the fusion result. In order to avoid the above
problem, relevant works have been conducted partly in the
following researches. Yu et al. defined the relationship be-
tween data as conditional function dependence and
microfunction dependence, so as to avoid inaccuracy caused
by inconsistency of data to a certain extent [16]. Yang et al.
proposed a multisensor weighted fusion method based on
augmented support matrix to avoid the low fusion accuracy
[17].

(emain contributions of this paper are conducted from
the promptness and accuracy requirement for the aircraft
environment, respectively. First, this paper designs a new
“multivariable-weighted fusion” fire assessment algorithm
based on the improved AHP. (erefore, the algorithm can
quickly detect the fire situation when fusing variables

simultaneously and greatly reduce the false alarm rate.
Second, this paper develops an adaptive-weighted fusion
method to fuse the multiple variables for each sensor node
when some sensors malfunction. By constructing the sup-
port degree matrix as the adaptive distribution weight co-
efficient of each node, to a certain extent, the proposed
method avoids the low fusion accuracy due to the mea-
surement deviation coming from the faulty sensors.

(e structure of this paper is arranged as follows. (e
first section is the introduction. In Section 2, an improved
AHP and multivariable-weighted fusion algorithm are in-
troduced to evaluate the probability of fire event for each
sensor node. Section 3 proposes an adaptive-weighted fusion
method to evaluate the probability of fire event of all nodes
when some sensors malfunction. Section 4 presents the
simulation experiments verifying the accuracy, fast response,
and fault tolerance of the proposed algorithm. (e con-
clusion of this paper is drawn in Section 5.

2. A Fire Assessment Algorithm Based on a
Multivariable-Weighted Fusion

In this section, an improved AHP method is studied and a
multivariable weight calculation method is proposed to
determine the weight of temperature, smoke concentration,
CO concentration, and infrared ray intensity for fire event. A
new “multivariable-weighted fusion” algorithm is proposed
at each sensor node ofWSN to obtain the evaluation value of
each node on the probability of fire event in the cabin.

2.1. Multivariable Weight Calculation Based on Improved
AHP Method. To evaluate and judge the fire events in
aircrafts, it is necessary to determine weight of the relevant
variables scientifically and reasonably for the fire evaluation
process. (is paper mainly adopts the improved AHP
method to determine the weight of variables [18]. In tra-
ditional AHP, the weight of influencing factors in event
decision-making is obtained by selecting a reasonable
judgment matrix. However, due to the randomness of
judgment matrix selection, the calculated weight may be
deviated from the actual weight. In order to ensure that the
obtained weights can reflect the influence degree of variables
more accurately, the improved AHP calculates the optimal
weight of variables in the weight interval by selecting several
reasonable judgment matrices. (e optimal weight is closer
to the actual influence degree of variables.

(e basic process of the improved AHP method for
evaluating fire events is introduced as follows:

Step 1: suppose that the variables determining the fire
event probability are temperature, smoke concentra-
tion, CO concentration, and infrared ray intensity. (e
variables are expressed as xi(i � 1, 2, 3, 4) and i is the
subscript of the variable. denote x1 as the temperature,
x2 as the smoke concentration, x3 as the CO con-
centration, and x4 as the infrared light intensity.

Step 2: establish the judgment matrix.
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(e influence degree relation between variables is
expressed quantitatively by the judgment matrix. Let
the judgment matrix be CεRn×n, where n represents the
number of variables [19].
(e form of the judgment matrix C is

C �

c11 c12 · · · c1n

c21 c22 · · · c2n

⋮ · · · · · · ⋮

cn1 cn2 · · · cnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

(e matrix element, cij � xi/xj (i and j are the variable
indexes), represents the importance degree for vari-
ables determining the probability of fire event.
(e rule for determining element cij is shown below:

If xi and xj are equally important, then cij � 1 and
cji � 1
If xi is slightly more important than xj, then cij � 3
and cji � 1/3
If xi is obviously more important than xj, then cij � 5
and cji � 1/5
If xi is much more important than xj, then cij � 7 and
cji � 1/7
If xi is absolutely more important than xj, then cij � 9
and cji � 1/9

If the importance relationship for xi and xj is located
between the relationships illustrated above, cij can also
select 2, 4, 6, and 8. In fact, the element cij can be any
integer between 1 and 9 [20].
Step 3: check the consistency of the judgment matrix.
In this paper, the improved AHP can calculate the
optimal weight of each variable by selecting multiple
judgment matrices. In order to avoid a large error
between the weights obtained, the consistency of C
should be tested. When the judgment matrix C is
completely consistent, cij � 1, 

n
i�1 λi � 

n
i�1 cij � n (λ

is the eigenvalue of matrix C), a unique nonzero λ �

λmax � n exists. When the judgment matrix is incon-
sistent, λmax ≥ n.
At this moment,

λmax + 

n

i≠max
λi � 

n

i�1
n. (2)

(en,

λmax − n � − 
n

i≠max
λi. (3)

(e average value is used as the index to test the
consistency of judgment matrix:

C.I. �
λmax − n

n − 1
�

−i�maxλmax

n − 1
. (4)

When λmax � n and C.I.� 0, C can be judged to be
exactly consensus. (e larger the C.I. is, the worse the
consistency of the judgmentmatrix will be. Generally, it
is only required that the consistency of the matrix be
reasonable if C.I.≤ 0.1.
(e consistency of the judgment matrix is related to its
dimension. (e greater the dimension n of the judg-
ment matrix is, the worse the consistency of the
judgment matrix is. (erefore, the consistency re-
quirement of high-dimensional judgment matrix
should be relaxed. In this case, the modified RI (RI
values are listed in Table 1 [21]) can be introduced and
the more reasonable value, C.R., can be taken as the
index to measure the consistency of the judgment
matrix. When C.R.< 0.1, it is generally considered that
the consistency of the judgment matrix is acceptable.
Step 4: calculate the weight intervals of variables by
using the eigenvector method.
Based on the judgment matrix constructed above, the
weight of each variable was calculated by the eigen-
vector method, and the calculated weight was written
into the form of interval, denoted as the weight interval
of the variable (the interval is composed of independent
weight points).
After arbitrarily selecting a reasonable judgment ma-
trix, a weight of variable can be calculated according to
the eigenvector method. (e calculation formulas are
listed as follows [22]:

Mi,k � 
n

j�1
cij,k, (5)

Wi,k �
����
Mi,k

n


, (6)

W
�→

i,k �
Wi,k


n
i�1 Wi,k

, (7)

where i is the variable index (i � 1, 2, 3, 4) and k is the
number of reasonably selected judgment matrices
(k ∈ N+). W

�→
i,k is a weight value for the ith variable

under the kth judgment matrix. So, there are k weights
for each variable i.
(e k weights of each variable obtained above are
written in the form of interval, which is the weight
interval of the variable. For any variable i, selecting k
judgment matrices, a weight interval of variable i can be
obtained by using formulas (5)–(7), and the interval
contains k weights.
Step 5: obtain the optimal weight.

(e optimal weight fully considers all weights during the
weight interval so as to ensure that the final evaluation result
can better reflect the actual situations. At the same time, the
optimal weight fusion can effectively avoid the tedious
calculation process in fusion and improve the response
speed of fire event evaluation. Suppose that Wi represents a
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weight of the variable i, and the reasonable judgment matrix
is m(m ∈ N+); the objective function is constructed as

min

4

i�1


m

k�1
W
�→

i,k − wi 
2
. (8)

(e constraint condition of the objective function is



4

i�1
wi � 1. (9)

Based on formulas (8) and (9), the optimal weight of the
ith variable is denoted as w∗i .

2.2. Fire Probability Assessment AlgorithmBased onVariable-
Weighted Fusion. According to the actual value of each
variable in different environments, the interval of temper-
ature (°C) is set in the range of [0, 100], smoke concentration
(ppm) is located in the range of [100, 1000], CO concen-
tration (ppm) lies in the range of [10, 100], and infrared ray
intensity (lux) is placed in the range of [100, 1000]. Each
variable range is normalized in the range of [0-] by using the
following formula [23]:

x
∗
i �

xi − min xi( 

max xi(  − min xi( 
, (10)

where max(xi) is the maximum value for variable i and
min(xi) is the minimum value for variable i.

Suppose N sensor nodes are deployed in the aircraft, the
normalized variable value is denoted as x∗i (i � 1, 2, 3, 4), the
optimal weight of the variable is w∗i (i � 1, 2, 3, 4), the
weighted result of variables is the fire probability, and the
calculation formula is

pi∗ � 
4

i�1
x
∗
i w
∗
i , i
∗ε1, 2, . . . , N, (11)

where pi∗ is the assessment result of the probability of fire for
node i∗.

3. An Adaptive-Weighted Fusion Algorithm
Based on Support Degree Matrix

In order to ensure the accuracy of fire alarm, it is necessary to
adaptively fuse the fire probability values coming from each
node. At the same time, in order to avoid the impact
resulting from sensor failures on the accuracy of fusion

results, this section proposes an adaptive-weighted fusion
algorithm based on support degree matrix. (is algorithm
can objectively demonstrate the support degree among each
node data and even the unknown assessment ability of the
fire event probability for each node. By constructing the
augmented matrix, the weight coefficients of fire probability
assessment for each node are adaptively adjusted in order to
achieve the best fusion. (e characteristics of this algorithm
include online data fusion for a large amount of data as well
as better fault tolerant capability by adaptively allocating the
weight coefficients according to the reliability.

3.1. Support Degree Matrix Construction. Assume that there
are N sensor nodes (each node is composed of temperature,
smoke concentration, CO concentration, and intensity of the
infrared light sensors) to measure the environment variables
and calculate the fire event probability. Let pi ∗ (k) and
pj ∗ (k) represent the fire event probability evaluation values
of sensor nodes i∗ and j∗ (i∗, j∗ ϵ (1, 2, . . ., N)) at the moment
k, respectively. When the difference between pi ∗ (k) and
pj ∗ (k) is too large, these two sensor nodes do not support
each other at time k. If the difference is small, it means that
these two nodes support each other. If a node is supported by
many nodes at the same time, it can be considered as a valid
fire probability assessment value. Otherwise, the node will be
assigned a lower weight during the fusion process.

Define a support degree function, ri∗j∗(k), which em-
ploys the exponential function in the fuzzy set to express the
mutual support degree between pi ∗ (k) and pj ∗ (k):

ri∗j∗(k) � exp −α · pi∗(k) − pj∗(k) 
2

 . (12)

(e parameter α can be adjusted in order to alter the
fusion accuracy conveniently, generally set to 0.8 [17].

At the moment k, the mutual support degree of sensors
i∗ and j∗ can be described in a matrix according to the
support degree function ri ∗ j ∗ (k):

R
(k)
N �

1 r12(k) · · · r1N(k)

r21(k) 1 · · · r2N(k)

· · · · · · · · · · · ·

rN1(k) rN2(k) · · · 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (13)

As for the elements in the i∗th column of R
(k)
N , the bigger


N
j∗�1 ri∗j∗(k) is, the more reliable node i∗ is, and vice versa.

3.2.AugmentedSupportDegreeMatrixConstruction. At each
sampling time, the proposed method adds a new row and a
new column in the original support degree matrix to in-
tegrate all the assessments and forms a new augmented
support degree matrix. (e newly inserted dimension aims
at measuring the mutual support degree between all current
assessments and previous assessments.

Augmented dimension can be obtained by the following
steps:

(1) When k� 1, define the average of the first N as-
sessment values p (1) as the initial estimate p0.

Table 1: RI values under different orders of judgment matrices.

(e order of the matrix RI
1 0
2 0
3 0.52
4 0.89
5 1.12
6 1.26
7 1.36
8 1.41
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(2) (e augmented row and column at time k are

ri∗(N+1)(k) � exp −α · pi∗ − pk− 1( 
2

 ,

r(N+1)j∗(k) � exp −α · pk− 1 − pj∗ 
2

 ,

r(N+1)(N+1)(k) � 1,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(14)

where pk−1 represents the fused result at time (k−1).
(3) (e following formula can be used to obtain the

augmented support degree matrix at time k:

R
(k)
N+1 �

1 · · · r1N(k) r1(N+1)(k)

· · · 1 · · · · · ·

rN1(k) · · · 1 rN(N+1)(k)

r(N+1)1(k) · · · r(N+1)N(k) 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(15)

where R
(k)
N+1 is the integrated support degree of all the

nodes at each sampling time.

3.3. Adaptive-Weighted Fusion Based on the Assessment
Values of Each Node. Let wi ∗ (k) denote the fusion weight
coefficient of pi ∗ (k) (wN + 1(k) is the weight coefficient of
the fusion result pk−1 at the time of (k− 1)); wi ∗ (k) satisfies



N+1

i∗�1
wi∗(k) � 1, 0≤wi∗(k)≤ 1. (16)

In the augmented support degree matrix, R
(k)
N+1, the

weight coefficient of pi ∗ (k) can be obtained by integrating
the i∗th column of R

(k)
N+1. Assume that there is a set of vectors,

bj∗(k) (j∗ � 1, ..., N+ 1), and each element is the result of
integration with respect to rj ∗ i ∗ (k) for i∗, and wi ∗ (k) is

wi∗(k) � b1(k)r1i∗(k) + · · · + bN+1(k)r(N+1)i∗(k), (17)

where i∗, j∗ � 1, 2, . . . , N + 1.
According to (15), we rewrite (17) as

W � R
(k)
N+1B, (18)

whereW� [w1(k), w2(k), · · ·, wN+1(k)]
Tand B� [b1(k), b2(k),

· · ·, bN+1(k)]T.
Since ri∗j

∗ (k)≥ 0, R
(k)
N+1 is a nonnegative symmetrical

matrix and is based on Perron–Frobenius theorem, the
maximum modulus eigenvalue λ∗ can be calculated (λ∗ > 0)

[24].
(en,

λ∗B � R
(k)
N+1B. (19)

Calculate the positive eigenvector B corresponding to λ∗:

W � λ∗B. (20)

(e weight coefficient is proportional to that of eigen-
vectors, and the relationship is shown in the following
equation:

wi∗(k)

wj∗(k)
�

bi∗(k)

bj∗(k)
. (21)

According to (16), the weight coefficient of each node is

wi∗(k) �
bi∗(k)

b1(k) + · · · + bN+1(k)
�

bi∗(k)


N+1
j∗�1 bj∗(k)

, (22)

where i∗, j∗ � 1, 2, . . . N + 1.
(en, the final fusion expression is obtained by

pk � 
N+1

i∗�1
wi∗(k)pi∗(k) � 

N+1

i∗�1

bi∗(k)


N+1
j∗�1 bj∗(k)

pi∗(k), (23)

where pk represents the fire event probability in the aircraft
environment after data fusion. Comparing it to the fire
threshold probability, if the probability is greater than the
threshold, the system will send out a fire alarm signal.

According to [25, 26], the critical value of fire event is set
as follows: temperature is 55°C, smoke concentration is
700 ppm, CO concentration is 20 ppm, and infrared light
intensity is 760 lux. (e above variables are normalized, and
the result of the fire threshold probability is obtained by (11).

Two portions, online and offline fire event detection
processes, are included in the proposed algorithm for air-
craft cabins in the paper. (e specific steps are listed in
Figure 1. Steps 1 to 5 in the second section are used for the
offline weight calculation, aiming at obtaining the weight of
variable xi(i � 1, 2, 3, 4). Furthermore, the online detection
process includes three steps. First, the measured environ-
mental variables are normalized by formula (10). Second, the
fire probability is evaluated by formula (11) for each node.
(ird, use the adaptive-weighted fusion algorithm to cal-
culate the actual fire probability pk in the aircraft and
compare it with the threshold probability to determine
whether a fire alarm is released or not (Figure 1).

4. Simulation Experiments Analysis

In this section, suppose that 50 sensor nodes are placed in
aircraft cabin and cargo. Each node is composed of temperature,
smoke concentration, CO concentration, and infrared ray in-
tensity sensors. (e deployment schematic diagram of nodes is
shown in Figure 2. (e environmental parameters collected at
each node are Xi∗ � [x1, x2, x3, x4](i∗ � 1, 2, . . . , 50), and the
units for each variable are °C for temperature, ppm for smoke
concentration and CO concentration, and lux for infrared ray
intensity, respectively. Under the same experimental conditions,
the proposed online fire detection algorithm is compared to the
grey fuzzy neural network fusion algorithm in [7] and the fuzzy
logic fusion algorithm in [8] to verify the superiority of online
fire detection algorithm in terms of promptness, accuracy, and
fault tolerance.

4.1. 6e Optimal Weight Calculation for Each Variable.
As illustration about variable weights calculation in the
second section, the assumptions about the influence degree
ranking for each variable xi(i � 1, 2, 3, 4) are placed as
follows:

Complexity 5



Assumption 1: x1 > x2 >x3 > x4,

Assumption 2: x1 > x2 >x4 > x3,

Assumption 3: x1 > x3 >x2 > x4,

Assumption 4: x1 > x3 >x4 > x2,

Assumption 5: x1 > x4 >x2 > x3,

Assumption 6: x1 > x4 >x3 > x2,

⋮

Assumtpion 24: x4 > x3 >x2 >x1.

(24)

(ere are 24 assumptions in total named as A1, A2, ...
A24.

According to the assumptions given above, calculate the
weight interval of each variable when k was 5 (B1∼B5 are
judgment matrices) and the optimal weight of each variable
within the weight interval based on formulas (8) and (9).

Table 2 describes the process of weight interval calculation
(take the weight interval obtained under assumption 13 as an
example). Table 3 lists the optimal weight of each variable
under all the assumptions.

Five groups of environmental parameters were selected
in this experiment, that is, X1 � [38, 500, 18, 188], X2 � [89,
580, 30, 200], X3 � [39, 450, 70, 229], X4 � [51, 750, 38, 199],
and X5 � [39, 480, 19, 705]. Using the online detection al-
gorithm under five groups of parameters, the fire event
probabilities under A1, A2, ..., A24 are obtained, respec-
tively. Under the same input condition, calculate the fire
event probability under the assumptions of A1, A2, ..., A24
and compare it with the fire probability calculated by the
fuzzy fusion algorithm based on the “IF THEN” rule shown
in [8].(e curves shown in Figure 3 illustrate the error of the
fire probabilities between the online algorithm under A1,
A2, ..., A24 and the fuzzy fusion algorithm shown in [8], and
Figure 3 demonstrates that the probability under A13 is close
to that obtained by fuzzy fusion algorithm under the same
condition.

4.2. Promptness and Accuracy Analysis of Online Detection
Algorithm. From the perspective of the time requirement
for fire detection and alarm signal issuance, this paper
analyzes the promptness of the proposed online detection
algorithm, the grey fuzzy neural network fusion algorithm in
[7], and the fuzzy logic fusion algorithm in [8] about fire
detection. (e paper conducts 100 trials, and the parameters
are randomly selected among the corresponding intervals,
x1 located in the interval (55, 100), x2 placed in the interval
(700, 1000), x3 located in the interval (20, 100), and x4 set in
the interval (760, 1000). As can be seen in Figure 4, under the
same input parameters, the proposed online detection al-
gorithm can realize the fire alarm within 10s and 23s for the

Normalize the variables

The probability of fire 
event on nodes

The probability of fire 
event in the cabin

Fire event decision

The weight of variables

Variable-weighted fusion

Adaptive-weighted fusion

Compare with the threshold

OnlineOffline

Fire event detection process in the cabin based on the 
algorithm proposed in the paper 

Figure 1: Fire detection flowchart.
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Sensor node 4 Sensor node 5 Sensor node 6
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. . .

. . .
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Figure 2: Schematic diagram of sensor node deployment for fire
detection.
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grey fuzzy neural network fusion algorithm and within 20s
for the fuzzy logic fusion algorithm. It is obvious that the
online detection algorithm is superior to the other algo-
rithms in the promptness of fire alarm under the same input
parameters.

(e core of the online detection algorithm is to calculate
the weight of each variable. Take A13 as an example. A set of
weights [0.6492, 0.1474, 0.1439, 0.0595] is selected when the
number of judgment matrices, k, is 5. Figure 5 illustrates the
relationship between the selected number of judgment
matrices k and the false alarm rate of fire detection, where it
is assumed that when k is 5, the false alarm rate of fire is 3%
as the initial condition. It is easy to observe that the more
reasonable number of judgment matrices is selected, the
more accurate the fire event probability is. When k is greater
than 20, the online detection algorithm reduces the false
alarm rate to less than 0.5% and effectively improves the
accuracy of fire alarm.

4.3. Fault Tolerance of Online Detection Algorithm Analysis.
(is subsection discusses the deviation of fire event prob-
ability when sensor faults occur by using the proposed
method under the 50 sensor nodes’ network. Assume that
the parameters of the experimental conditions are as follows:
ambient temperature is 38°C, the smoke concentration is
650 ppm, the CO concentration is 14 ppm, and the infrared
ray intensity is 700 lux. When all nodes are working nor-
mally, the fire event probability is estimated by three
methods as shown in Table 4. Correspondingly, these values
are regarded as the reference true values for the fault tol-
erance analysis.

(e error square (SE) is adopted as the standard to
evaluate the detection accuracy of the above three algorithms
defined as

SEj
� p

j
− p

j
 

2
, (25)

Table 2: Calculation results of variable weight interval under A13.

Judgment
matrices B1 �

1 3 1/5 3
1/3 1 1/7 3
5 7 1 7

1/3 1/3 1/7 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B2 �

1 2 1/5 4
1/2 1 1/7 4
5 7 1 7

1/4 1/4 1/7 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B3 �

1 1 1/5 2
1 1 1/6 4
5 6 1 8

1/2 1/4 1/8 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B4 �

1 1 1/5 2
1 1 1/6 4
5 6 1 7

1/2 1/4 1/7 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
B5 �

1 2 1/7 2
1/2 1 1/5 3
7 5 1 6

1/2 1/3 1/6 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(e weight of
x1

0.1908 0.1587 0.1298 0.1314 0.1486

(e weight of
x2

0.1032 0.1356 0.1533 0.1566 0.1301

(e weight of
x3

0.6471 0.6493 0.6572 0.6490 0.6515

(e weight of
x4

0.0589 0.0564 0.0597 0.0630 0.0698

Weight
interval of x1

[0.1298, 0.1314, 0.1486, 0.1587, 0.1908]

Weight
interval of x2

[0.1032, 0.1301, 0.1356, 0.1533, 0.1566]

Weight
interval of x3

[0.6471, 0.6490, 0.6493, 0.6515, 0.6572]

Weight
interval of x4

[0.0564, 0.0589, 0.0597, 0.0630, 0.0698]

Table 3: (e output result of the optimal weight of each variable under all assumptions.

Variable weights (in x1, x2, x3, x4 order)

A1 [0.6492, 0.1474, 0.1439, 0.0595] A2 [0.6492, 0.1474, 0.0595, 0.1439]
A3 [0.6492, 0.1439, 0.1474, 0.0595] A4 [0.6492, 0.0595, 0.1474, 0.1439]
A5 [0.6492, 0.1439, 0.0595, 0.1474] A6 [0.1474, 0.6492, 0.1439, 0.0595]
A7 [0.1474, 0.6492, 0.1439, 0.0595] A8 [0.1474, 0.6492, 0.0595, 0.1439]
A9 [0.1439, 0.6492, 0.1474, 0.0595] A10 [0.0595, 0.6492, 0.1474, 0.1439]
A11 [0.1439, 0.6492, 0.0595, 0.1474] A12 [0.0595, 0.6492, 0.1439, 0.1474]
A13 [0.1474, 0.1439, 0.6492, 0.0595] A14 [0.1474, 0.0595, 0.6492, 0.1439]
A15 [0.1439, 0.1474, 0.6492, 0.0595] A16 [0.0595, 0.1474, 0.6492, 0.1439]
A17 [0.1439, 0.0595, 0.6492, 0.1474] A18 [0.0595, 0.1439, 0.6492, 0.1474]
A19 [0.1474, 0.1439, 0.0595, 0.6492] A20 [0.1474, 0.0595, 0.1439, 0.6492]
A21 [0.1439, 0.1474, 0.0595, 0.6492] A22 [0.0595, 0.1474, 0.1439, 0.6492]
A23 [0.1439, 0.0595, 0.1474, 0.6492] A24 [0.0595, 0.1439, 0.1474, 0.6492]
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where j is the subscript of detection algorithm (j � 1, 2, 3), pj
represents the reference value of fire probability under j
algorithm, and p

j represents the estimated fire event
probability after fusion of 50 nodes under jth algorithm.

Generally, when SE reaches 2, it is considered that a large
deviation occurs, and the corresponding fire detection re-
sults become invalid. As seen from Figure 6, when the
number of fault nodes reaches 10, the detection algorithms

proposed by [7, 8] will become invalid and the detection
accuracy of the algorithm will decrease sharply, which
cannot meet the requirements of the practical application
system. On the contrary, SE value calculated by the proposed
method increases gently and a large deviation occurs only
after the fault nodes reach 30 due to the adaptive-weighted
fusion algorithm based on themutual support degreematrix.
(erefore, in the actual fire detection system, the fault

A13
A14
A15
A16

A17
A18
A1
A2

A3
A4
A5
A6

A7
A8
A9
A10

A11
A12
A19
A20

A21
A22
A23
A24

0

1

2

3

4

5

6

7

8

9

10

Th
e e

rr
or

 o
f f

ire
 p

ro
ba

bi
lit

y 
(%

)

32 41 5
Vectors of environmental parameters

Figure 3: (e error curve of fire probability.
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Figure 4: Comparison diagram of detection time of three fire detection algorithms.
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tolerance of the proposed online detection algorithm is
much better.

5. Conclusions

In this paper, on the one hand, the online fire detection
algorithm uses improved AHP and multivariable-weighted
fusion algorithm to evaluate the fire event probability in
cabin at each node. On the other hand, the fire probability
evaluation values of all nodes are fused by adaptive-weighted
fusion algorithm based on the augmented support matrix
during online detection. Experiments show that the algo-
rithm can complete fire detection and alarm within 10 s.
Comparing the proposed method to other fire detection
algorithms, it greatly reduces the time required for fire
detection and alarm, effectively avoids the spread of fire, and

makes subsequent fire-suppression work smoother to a
certain extent. In the meanwhile, the false alarm rate of fire
has been reduced to less than 0.5%, which plays an important
role in promoting the development of civil aviation in the
future in terms of safety and economy. At the same time, the
simulation results show that the online detection algorithm
has better fault tolerance than other fire detection algorithms
in the WSN with faulty sensors.
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