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,e Lanzhou-Xinjiang (Lan-Xin) high-speed railway is one of the principal sections of the railway network in western China, and
signal equipment is of great importance in ensuring the safe and efficient operation of the high-speed railway. Over a long period,
in the railway operation and maintenance process, the railway signaling and communications department has recorded a large
amount of unstructured text information about equipment faults in the form of natural language. However, due to irregularities in
the recording methods of these data, it is difficult to use directly. In this paper, a method based on natural language processing
(NLP) was adopted to analyze and classify this information. First, the Latent Dirichlet Allocation (LDA) topic model was used to
extract the semantic features of the text, which were then expressed in the corresponding topic feature space. Next, the Support
Vector Machine (SVM) algorithm was used to construct a signal equipment fault diagnostic model that reduced the impact of
sample data imbalance on the classification accuracy. ,is was compared and analyzed with the traditional Naive Bayes (NB),
Logistic Regression (LR), Random Forest (RF), and K-Nearest Neighbor (KNN) algorithms. ,is study used signal equipment
failure text data from the Lan-Xin high-speed railway to conduct experimental analysis and verify the effectiveness of the proposed
method. Experiments showed that the accuracy of the SVM classification algorithm could reach 0.84 after being combined with
the LDA topicmodel, which verifies that the natural language processingmethod can effectively realize the fault diagnosis of signal
equipment and has certain guiding significance for the maintenance of field signal equipment.

1. Introduction

Railway signal equipment mainly includes railway signals,
station interlocking equipment, and section blocking
equipment.,emain function of these types of equipment is
to ensure the safety of train operation and shunting work
and increase the capacity of the railway. At the same time, it
also plays an important role in increasing the economic
benefits of railway transportation and improving the labor
conditions of railway workers. With the rapid development
of information technology and the upgrading of railway
signal equipment, the railway bureau has accumulated a
large amount of signal equipment failure data. However, the
descriptions of the equipment faults in these failure data are
mostly recorded in unstructured natural language.

,erefore, in the process of dealing with equipment failure,
maintenance personnel still use a combination of expert
knowledge and personal experience to diagnose the prob-
lems. ,is method usually brings great challenges to on-site
technicians to accurately diagnose the faults due to a possible
lack of experience of the personnel and an incomplete
understanding of the on-site conditions. At the same time, it
also causes significant safety hazards due to delays in
handling the faults. ,erefore, in the era of big data, the
application of machine learning and natural language
processing methods to diagnose railway signal equipment
faults can reduce the technical demands on field mainte-
nance staff. It is of great significance to improve the effi-
ciency of railway signal equipment fault diagnosis and
ensure the safe and efficient operation of the railways.
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At present, the fault records of railway signal equipment
in China consist of unstructured Chinese short text recorded
in natural language. ,ey contain a large number of spe-
cialized professional vocabulary mixed with numbers, let-
ters, and some special symbols, making it difficult to perform
word segmentation and feature extraction. Until now, there
has been little research on the fault text mining of railway
signal equipment both at home and abroad. Zhao and Xun
[1] used the method of text mining to diagnose the faults of
on-board equipment and used the traditional Bayesian
network method as the fault classification method. Yang
et al. [2] used the Synthetic Minority Oversampling Tech-
nique (SMOTE) algorithm to intelligently classify unbal-
anced text data, which solved the problem of sample
imbalance to a certain extent. Zhong, Tang, and Wang[3]
studied the feature extraction and diagnosis of turnout
faults, and ShangGuan et al. [4] used the topic model method
to perform fault diagnosis on vehicle equipment. Because the
equipment fault recorded in the fault record table is not
consistent between each station or section of railway, it has a
certain impact on the number and category of post-
processing and statistical faults. Some scholars have pro-
posed [5, 6] to solve the problem of inconsistent
maintenance record standards for on-site personnel through
standardized documents, which to a certain extent promotes
the standardized management of railway big data records.
However, there have been no studies on how to effectively
interpret such a large amount of analyzed and processed
data.

In this paper, the topic model method was used to extract
the semantic features of the fault text recorded by the railway
signaling and communications department.,e topic model
is a kind of statistical model that clusters the implied se-
mantic structure of texts set by unsupervised learning. In
reference [7], the Latent Dirichlet Allocation (LDA) model
was used to mine topics of conference summary text, with
different topics being clustered. Peng et al. [8] used the LDA
topic model to extract product features in social media
reviews and studied the relationship between different re-
views and customer sentiment. References [9–11] intro-
duced the method of the topic model to deal with the task of
text classification, and all achieved satisfactory results.
Additionally, the topic model can extract the semantic in-
formation of text effectively and find the potential corre-
lation information between each document and vocabulary
in the text [12].

Based on the analysis of the features of the fault record
text, this study used an algorithm based onmachine learning
and natural language processing and the method of the LDA
topic model to extract the word item features and the theme
features of the corresponding fault in the fault description
text for railway signal equipment. It transformed the cor-
responding fault document into a theme feature space
model, which reduced the dimension of the feature effec-
tively and made the reduced dimension data easier to
process and use. Because the recorded fault data had the
characteristics of unbalanced distribution, the Support
Vector Machine (SVM) classifier was selected to classify the
faults. ,e SVM classifier is not sensitive to unbalanced

distribution data and is recognized as one of the most ef-
fective models for processing small data samples.

2. Fault Text Analysis of Railway
Signal Equipment

Railway signal equipment mainly includes dispatching
centralized traffic control (CTC) system equipment, train
dispatching command system (TDCS) equipment, train
control equipment, interlocking equipment, switch equip-
ment, track circuits, signal machines, snow melting equip-
ment, power supply equipment, etc. ,ere are also many
kinds of classification methods for railway signal equipment
faults. In this paper, according to the function of the cor-
responding equipment and the mode of fault phenomenon,
it is divided into 10 kinds of faults. ,ese are switch
equipment fault, track circuit fault, signal machine fault,
snow melting equipment fault, train control equipment
fault, CTC equipment fault, TDCS equipment fault, mi-
crocomputer interlocking fault, power supply equipment
fault, and other faults. To verify the correctness and effec-
tiveness of the model, 1000 fault text data samples recorded
by the Lan-Xin high-speed railway signaling and commu-
nications department were selected for experimental anal-
ysis. Figure 1 shows the distribution of signal equipment
failures recorded by the Lan-Xin high-speed railway sig-
naling and communications department from 2017 to 2019.

2.1. Fault RecordData of Signal Equipment. In this study, the
fault record data provided by the Lan-Xin high-speed
railway signaling and communications department were
screened manually. Some fault phenomena that were not
recorded in detail, fault diagnosis results that were recorded
incorrectly, or unrecorded fault data were all manually re-
moved, making the selected data more conducive to follow-
up feature extraction and classification work. Table 1 shows
some examples of fault records.

It can be seen from Table 1 that there is a large amount of
fault feature information in both the fault overview and
cause analysis columns. However, due to differences in
personal language habits and maintenance experience of
field maintenance personnel, the data forms recorded in
natural language have certain differences, which makes the
subsequent fault feature extraction and fault diagnosis al-
gorithm more complex and difficult.

2.2. Signal Equipment FaultDiagnosis Process. After the fault
is discovered, the on-site maintenance personnel usually
take photos of the location where the fault is found andmake
a detailed text record of the situation when the fault occurs,
and then use a combination of personal experience and
expert knowledge to diagnose the type of the fault. Figure 2 is
a photo of part of the fault location on-site.

Figure 3 shows the process of signal equipment fault
diagnosis, which mainly includes fault word item feature
extraction, fault topic feature extraction (implied semantic
feature), and fault diagnosis. Because Chinese text is dif-
ferent from English text, in which words are separated by
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spaces, it is necessary to deal with text word segmentation
first and then extract the word item features using the bag-
of-words (BoW) model. Because of the high dimension of
fault records and the loss of semantic information caused by
the great difference in the details of recorded fault data, great
challenges were encountered in the fault diagnosis. ,ere-
fore, this study adopted the topic model method to extract
fault features and reduce the dimension of the data and
express the fault document in the topic feature space. Finally,
the support vector machine was used as the fault diagnosis
device to diagnose the signal equipment fault.

3. Fault Text Segmentation and Fault Feature
Extraction of Railway Signal Equipment

Proper data preprocessing can effectively reduce the com-
plexity of the algorithm for signal equipment fault diagnosis
and improve the accuracy of the diagnosis. In the field of
natural language processing, the traditional method usually
expresses the original text data in the vector space model
(VSM) of word items. ,e dimension of the vector is the
number of words. ,is model ignores word order, grammar,
and syntax and loses part of the semantic meaning. It only
counts the number of times each term appears in different
documents. For the fault text of railway signal equipment in
this paper, its original feature is the fault word feature.
However, using the bag-of-words model to express the signal
equipment fault will ignore the relationship between the
feature of fault words and the topic, so it will reduce the
accuracy of the subsequent fault diagnosis.

In recent years, a statistical model for discovering hidden
topics in a series of documents has been widely used in many
fields, such as user evaluation, social media, emotional
classification, medical evaluation, user preferences, etc.
[13–17]. ,erefore, to improve the shortcomings of the
traditional bag-of-words model and improve the automatic
degree of feature extraction and adaptability for later fault
diagnosis, this study used a combination of Chinese text
word segmentation [18, 19] and topic models [20, 21] to
extract the theme after word segmentation. ,e steps of

word segmentation and feature extraction are shown in
Figure 4.

3.1. Generation of Fault Lexicon. Since the original fault text
of signal equipment is recorded in the form of natural
language, it is necessary to use Chinese word segmentation
technology to process the original document. ,e core
process of the Chinese word segmentation algorithm is to
input the Chinese text to be segmented, then identify the
stop vocabulary to remove the useless words in the docu-
ment, use the user-defined dictionary to correctly segment
specific vocabulary, and finally output the optimal word
segmentation result. ,e flow chart of the Chinese word
segmentation algorithm is shown in Figure 5.

In this study, the Jieba text segmentation package composed
in the Python language was used to segment the signal fault text.
,e Jieba algorithm uses a prefix dictionary to achieve efficient
word graph scanning and generates a directed acyclic graph
(DAG) composed of all possible generations of Chinese
characters in a sentence. ,en it uses dynamic programming to
find the maximum probability path, and based on word fre-
quency, finds the largest segmentation combination. For un-
known words, a Hidden Markov Model (HMM) based on
Chinese character word-forming ability was adopted, and the
Viterbi algorithm was used. ,e general vocabulary of the
Chinese word segmentation tool does not contain a professional
vocabulary in the railway signal field.,erefore, if it was directly
used to segment the data in this paper, it would lead to incorrect
results or undivided words, which would make the result of
segmentation unsatisfactory, and then affect the subsequent
feature extraction.

As a result, the lexicon related to railway signal equip-
ment faults needed to be manually selected. In principle, all
the word items in the document could be used for training,
but some of them had no essential connection with the fault.
For example, some station names, staff member names,
“and,” “or,” and other words and punctuation marks needed
to be de disabled. At the same time, some words in the field
of railway signals, such as a red-light strap, point machine,
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Figure 1: ,e distribution of signal equipment failures recorded by the Lan-Xin High-speed Railway Signaling and Communications
Department from 2017 to 2019.
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manual release, block, and other words that have important
relationships with fault types, did not exist in the dictionary
of the general domain. In the process of word segmentation,
it was necessary to establish a user-defined vocabulary list in
the field of railway signaling according to expert knowledge.
,e corresponding words were added to the vocabulary list
so that the segmentation results could be more accurate.
Figure 6 is a sample of some vocabulary in the field of railway

signaling. After analysis and summary, a total of 98 related
terms were summarized.

After the Chinese word segmentation was performed on
the signal fault documents, the corresponding railway signal
fault dictionary could be obtained. Afterward, the un-
structured text was represented as a structured vector
through the VSM model. ,e generation of the term-doc-
ument matrix is shown in Figure 7.

Table 1: Example of signal equipment fault data.

Num Railway
section Department Fault

location
Equipment

type Failure overview Cause analysis

1 Lanzhou Minhe
South

Qin’an to
Tongwei

Switch
equipment

At 21:25 on March 14, 2019, 7
turnouts positioning ofMinhe south
station was not indicated, which
affected the d2708 stops of Minhe
south station for 10 minutes. After
on-site treatment, 21:51 positioning
indicated restoration and 21:56

distribution record.

During the centralized
maintenance of Minhe South
station on March 14, on-site
operators failed to grasp the

seasonal changes and improperly
adjusted the gap of 7#X1, and the
card gap caused no indication of
the positioning of the 7# turnout.

2 Jiayuguan Jiayuguan
South

Jiuquan
South

Switch
equipment

At 16:28 on April 6, 2019, no switch
reverse indication in no. 6 turnout
of Jiuquan South station of Lanzhou
Xinjiang passenger dedicated line.
After the on-site inspection and

treatment by the staff, the
equipment was opened and

returned to normal use at 17:19.

When the no. 6 turnout J1
machine is switched from the

positioning to the reverse position,
the lock hook is not strong,
resulting in no switch reverse
indication of the no. 6 turnout

reverse position.

3 Lanzhou Lanzhou
West

Lanzhou
West railway

station

Train-control
equipment

At 9:38 on April 21, 2019, the
CRH380B-5734 EMU of the

Lanzhou Depot of the Lanzhou
bureau Group Company was
responsible for the 0G846 train
traction task. When leaving the
station, the CRH380B-5734 EMU
was caused by “the emergency
braking of whole trains was not

relieved” the group cannot
leave.Replaced with CRH380B-5641
EMU to take on the 0G846 train
traction task. CRH380B-5641 EMU
departs at 10:16, leaving 38 minutes

late.

,e code sending signal of the
locomotive signal code box is
abnormal, causing the EMU to
display an emergency braking

state.

4 Jiayuguan Yumen Liugou
South

Switch
equipment

At 5:14 on June 16, 2019, no. 6/8
turnout of Liugou South station was
reversed and there was no switch
reverse indication. After inspection
and test, it was opened at 6:07 and
the equipment was restored to

normal use.

,e lock hook on the reverse side
of the no. 6 X2 machine is not
strong, causing no switch reverse
indication of the reverse position

of the no. 6/8 turnout.

5 Lanzhou Lanzhou
West

High-speed
trains yard Track circuit

At 22:36 on August 21, 2019, when
the D1 track car was driven into the
high-speed field from the EMU, the

401DG and 235DG lost train
occupation prompt.

On-site inspection at 23:10
revealed that the rail surfaces of the
two track sections of 235DG and
401DG were rusted severely, the
rail wheel pairs were rusted, and
the rail car was lighter and failed to
fully fit the rail surface. ,ese three
factors led to the track circuit. ,e
shunt is poor, causing the loss of

the D1 track car occupation
prompt.
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3.2. Fault Feature Extraction of Railway Signal Equipment
Based on the LDA Topic Model. Because the traditional
word feature space dimension will increase with an in-
crease in the word list size, the vector is quite sparse.
Secondly, the word feature space cannot deal with the
problems of “one-word polysemy” and “one meaning
many words,” which greatly increases the complexity of
subsequent fault diagnosis. To combat this issue, the topic
model method has developed rapidly in recent years
[22–24]. ,e topic model tries to realize the representa-
tion of the text from the perspective of the probabilistic
generative model. Each dimension is a “topic,” and this
topic is usually a cluster of words. ,erefore, it is possible
to guess the semantics represented by each dimension
through the topic. It is explanatory and can transform the
document from the lexical feature space to the topic
feature space so that the shortcomings of the traditional

lexical feature space can be solved. ,is study used the
LDA topic model algorithm to extract the features of
railway signal equipment fault records.

3.2.1. LDAModel. ,eLDA topic model is a Bayesianmodel
of the Probabilistic Latent Semantic Analysis (PLSA) algo-
rithm. It is composed of a three-layer structure of docu-
ments, topics, and words. It is an unsupervised machine
learning technology and is often used in text topic recog-
nition, text classification, and text similarity calculation. It
assumes that a document has multiple topics, and each topic
corresponds to different words. ,e process of constructing
a document is to first select a topic with a certain probability
and then select a word under this topic with a certain
probability, so that the first word of the document is gen-
erated. If this process is repeated continuously, the whole

High speed railway turnout

Ice

(a)

Connecting bolt of
sign post 

(b)

Figure 2: (a) Icing between the turnouts; (b) ,e connecting bolt of sign post’s joint is broken.

Text data of
signal equipment

fault

Word feature
extraction 

Topic feature
extraction Fault diagnosis

BoW
modle

Chinese word
segmentation Topic model SVM

Figure 3: Signal equipment fault diagnosis process.
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article will be generated. From documents to topics, and
topics to terms, all obey the polynomial distribution. ,e
probability graph model of the LDA model is shown in
Figure 8.

In Figure 8, M represents the total number of docu-
ments included in the training, and each document has N
number of words, K represents the number of topics, θi is
the main body distribution of document di, and φzi,j

is the
word distribution of topic zi,j. Dirichlet (α) is the prior
distribution of parameter α, which is used by the LDA
model to sample and generate the topic distribution
corresponding to the document. Dirichlet (β) is the prior
distribution of parameter β, and the word distribution
corresponding to the topic is generated by sampling in the
model [25]. ,e relationships of all variables in the model
are as follows:

Expert
knowledge 

Stopword list
Custom

dictionary 

Chinese word
segmentation 

Fault database Fault lexicon

Word document
matrix 

�eme document
matrix 

BoW
modle

Topic
model

(a)

Doc 1: At 16:20 on May 16, DMI white screen
appeared at Lanzhou station of CRH5G5182 EMU,
and ATP could not be used. At 16:27, the driver
switched to C0 mode and LKJ controlled the train,
and arrived at Xining high speed railway station at
17:45.
Doc 2: ...

431

423
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...

............

...

...

0.070.100.01

0.300.050.02

0.050.010.30

...

...... ......

...

...

Total m
doc 

m × n matrix

m: number of
doc 

n: number of
words 

m × k matrix

m: number of 
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Figure 4: (a) Fault text segmentation and feature extraction process; (b) Feature extraction process based on topic model.

Input chinese text
Text consisting of

words separated by
spaces

Removing stop
words 

User-defined
dictionary 

Chinese text
segmentation

algorithm

Figure 5: Chinese word segmentation algorithm flow.

�esaurus in railway signal field

Track circuit, sensor range, signal, transponder, packet,
transposition, code-missing, switch,

CTC, TDCS, LKJ, ATP, BTM, on board equipment,
cab signal, snow melting device, active transponder,

block, control station, power supply panel, no 
representation, axle-counter equipment, switch machine,
secret detector, not unlocked, manual release, automatic 
train protection system, red light strip, green light strip,

white light strip, turnover error, high-speed trains’ private 
yard, maintenance window, baseplate, switch rail,

station control, DMI, partial monitoring mode, full 
monitoring modet......

Figure 6: Railway signal domain ,esaurus (part).
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p wi, zi, θi,φ|α, β(  � 

N

i�1
p wi,j|φzi,j

 p zi,j|θi  · p θi|α( p(φ|β).

(1)

By using the joint probability distribution, the condi-
tional distribution of hidden variables under a given ob-
servation variable value is calculated [26].

p wi|α, β(  � 
θi


φ


zi

p wi, zi, θi,φ|α, β( . (2)

When analyzing the original data, the entire document
set is used as the input content for LDA training to obtain the
topic distribution of each record.

3.2.2. Feature Extraction of Railway Signal Equipment Fault
Subject. When the topic model is applied to extract the
theme features of railway signal equipment faults and
transform them into the topic document matrix, the number
of subject features Kmust be input. Generally, the size of the
K value needs to be given before training the corresponding
model, and there is no fixed method to determine it.

,erefore, a certain degree of subjective experience is needed
to determine the value of topic number K. ,e simple
method to determine the optimal K value is usually repeated
experiments with different K values. When the evaluation
function (such as the precision of the classifier) reaches the
optimal value, the K value is considered to be optimal. If the
value of K is too small, the precision of classification will be
relatively low, and when the value of K is too large, the
purpose of denoising will not be achieved. Figure 9 shows
the change of SVM classifier precision for different numbers
of topics. In 20 experiments, the precision rate twice
exceeded 80%: 0.801 at K� 10 and 0.840 at K� 17.,erefore,
K� 17 was selected as the optimal number of topics.

After the value of the number of topics K was deter-
mined, the LDA topic model was used to perform dimen-
sionality reduction and feature extraction processing on the
term-document matrix. After dimensionality reduction of
the term-document matrix, the components in the topic
space had semantic meaning and corresponding charac-
teristics. Table 2 shows the results of fault records for signal
equipment of the Lanzhou-Xinjiang high-speed railway after
feature extraction using the LDA topic model.

It can be seen from Table 2 that Topic T1 is related to the
fault of “loss of indication of a switch,” Topic T2 represents a
“switch idling” fault, Topic T3 is related to a “transponder
fault,” and Topic T4 corresponds to a fault in “wireless
communication.” Figure 10 illustrates the expression pro-
cess of the fault document in the topic feature space.

4. Fault Diagnosis of Railway Signal Equipment
Using the Support Vector Machine

,e support vector machine (SVM) is a widely used classifier
method in classification and regression analysis and has
achieved satisfactory results in many applications [27–29].

Switch Mixture Jams … Normal 

Doc 1 1 0 1 … 1

Doc 2 0 1 1 … 0

Doc 3 1 0 0 … 1

… … … … … …

Term document matrix

Item count

Doc 1: the steel ball of the anti-rebound device in the
action rod of the no. 12 turnout core rail one-action
switch machine is not flexible and occasionally jams
with the oil cylinder in the machine when it moves,
causing the normal switch position operation to reverse
switch position idle.
Doc 2: ...

Fault document library

Item space: word vector
(switch, action rod,
jams, normal switch

position, reverse switch
position, idle)

Doc
Word

Figure 7: Expression process of fault document in term space.

M
N

K

α θ Ζ ω

β φ

 

Figure 8: LDA probability graph model.
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,ere are many kinds of faults in railway signal equipment,
the distribution of the various faults is unbalanced, and the
sample number of some faults is very limited. Support vector
machines are advantageous when dealing with small sample
data sizes and are less sensitive to unbalanced data.,e SVM
can rely on a small number of support vectors to perform the
corresponding diagnosis. ,erefore, this study used the
learning algorithm of the support vector machine to diag-
nose the faults of railway signal equipment.

4.1. Description of the SVM Algorithm. ,e SVM method is
based on the Vapnik-Chervonenkis (VC) dimension theory
of statistical learning theory and the principle of structural
risk minimization. It seeks the best compromise between the
complexity of the model and the learning ability according
to the limited sample information to obtain the best gen-
eralization ability. ,e SVM model maps instances to points
in space and then distinguishes instances of different cate-
gories at obvious intervals. SVM can not only deal with

linear classification but can also introduce kernel functions
to classify nonlinear problems. If a dichotomy is taken as an
example, the classification diagram is shown in Figure 11.

Among them, the classification decision function is as
follows:

f(x) � ωT
x + b. (3)

To improve the classification effect, the optimal classi-
fication plane can be obtained by maximizing the classifi-
cation interval.

max
1

‖ω‖
,

s.t. yi ωT
xi + b ≥ 1 i � 1, . . . , n.

(4)

Equation (4) can be solved by introducing the duality
principle of Lagrange’s theorem.

f(ω, b, a) �
1
2
‖ω‖

2
− 

n

i�1
ai yi ωT

xi + b  − 1 . (5)
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Figure 9: Changes in classification precision under different K values.

Table 2: Example of signal equipment fault data.

Topic Terms included
T1 Switch, normal position, reverse position, loss of indication
T2 Idle, iron filings, baseplate, switch rail, scraping
T3 ATP, transponder, deletion, abnormal data, information loss
T4 Communication, C2, C3, wireless connection, timed out, ATO
T5 Restart, DMI, black screen, change, auxiliary screen, white screen
T6 Overrunning, emergency braking, linkage, partial monitoring
T7 Loss of occupancy, CTC, flash off, crash, trigger
T8 Dispatch, loss of occupancy, wrong train number
T9 Red light strip, materials, bad insulation, fuse
T10 Mixed line, internal module, I-V curves, red light strip
T11 Switching performance, trip, ground wire, circuit breaker, current limiting
T12 Slot insulation, iron filings, voltage levels drop, short-circuit, sundries
T13 PIO, machine cabinet, terminal, control station, black screen
T14 Lights out, lighting unit, contact problems, broken wire
T15 DMI, communication interruption, black screen, train-control, start up
T16 Snowmelt, heating, voltage, snowfall, temperature
T17 UPS, power supply, cut-out, high temperature, battery
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In practice, there will be some data points that deviate
from the decision plane, so the relaxation variable ξi is
introduced here. ,erefore, equation (5) can be transformed
into the following:

f(ω, b, a, ξ, c) �
1
2
‖ω‖

2
+ C 

n

i�1
ξi − 

n

i�1

ai yi ωT
xi + b  − 1 + ξi  − 

n

i�1
ciξi,

(6)

where C is the penalty factor, which is used to constrain the
relaxation variable.

,e partial derivative of equation (6) can be found and
then rearranged.

f(x) � 
n

i�1
aiyixi

⎛⎝ ⎞⎠

T

x + b � 
n

i�1

aiyi〈xi, xj〉 + b, (7)

max 
n

i�1
ai −

1
2



n

i,j�1
ai, aj, yi, yj〈xi, xj〉,

s.t. 0≤ ai ≤C i � 1, . . . , n,



n

i�1
aiyi � 0.

(8)

To obtain the value of vector a, the sequence minimum
optimization (SMO) algorithm [30] is introduced. Knowing
the value of a, the value of ω can be obtained. According to
equation (9), b can be obtained.

ys 

S

i�1
aiyiK xi, xs(  + b⎛⎝ ⎞⎠ � 1. (9)

By transforming the data into data points and then
mapping the corresponding points to the high-latitude
space, the linear inseparability situation can be solved easily

Switch Mixture Jams … Normal

Doc 1 0.0025 0 0.0016 … 0.0112

Doc 2 0 0.0137 0.0036 … 0

Doc 3 0.0075 0 0 … 0.0084

… … … … … …

�eme document matrix

Number of topics: K

Topic model

Fault document library
Doc 1: the steel ball of the anti-rebound device in the
action rod of the no. 12 turnout core rail one-action
switch machine is not flexible and occasionally jams
with the oil cylinder in the machine when it moves,
causing the normal switch position operation to reverse
switch position idle.
Doc 2: ...

Switch Mixture Jams … Normal 

Doc 1 1 0 1 … 1

Doc 2 0 1 1 … 0

Doc 3 1 0 0 … 1

… … … … … …

Term document matrix

Doc
Topic

WordDoc

Figure 10: Expression process of fault document in topic space.
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Figure 11: SVM linear binary classification diagram.

Complexity 9



to realize the classification of the data. However, nonlinear
mapping in a high-dimensional space will greatly increase
the number of calculations, so introducing the concept of a
kernel function into the support vector machine can ef-
fectively reduce the number of calculations. In this study, the
Gaussian kernel function was used to implicitly map its
input into high-dimensional space to make it more effective
for nonlinear classification.

,e above mainly describes the situation of the support
vector machine for a dichotomy, but in reality, most data
points will have more than just two types. At present, there
are two main ways to realize multiclassification in an SVM
algorithm: the one-vs-rest method (OVR SVM) and the one-
vs-one method (OVO SVM).

4.2. Fault Diagnosis of Railway Signal Equipment Based on
the SVM Algorithm. In this study, a one-vs-one multi-
classification method (OVO SVM) was used to train the
model. ,e subject document matrix and the fault category
label corresponding to the signal equipment fault document
were used as the training data of the model and input into
the classifier to obtain the corresponding SVM diagnostic
model. For a new signal equipment fault document, the
document was first preprocessed, then the preprocessed
document was transformed into the topic feature space. ,e
previously trained SVM diagnostic model was then input to
diagnose the new fault so that the type of fault that occurred
could be obtained to realize the fault diagnosis of the railway
signal equipment. ,e corresponding diagnosis process of
the SVM is shown in Figure 12.

5. Experimental Analysis

5.1. Evaluation Index of the SVM Algorithm. In the design
process of the classifier, an index is usually needed to
evaluate the performance of the classifier, which is not only
beneficial to the subsequent optimization of the classifier but
can also intuitively show the quality of the classification
effect.

Precision is usually used to evaluate the performance of a
classifier. ,e precision rate represents the proportion of
samples that are positive to the samples predicted by the
model to be positive. However, when the distribution ratios
of different categories of sample data differ greatly, the
precision rate cannot fully reflect the classification effect of a
classifier. ,at is because when the data distribution is not
balanced, the sample data of a small proportion category is
easy to be wrongly classified into the sample of a large
proportion category. Because there is such a small amount of
data in a small-scale sample, even if the classification effect of
the small-scale sample is poor, it will not have a great impact
on the overall precision of the classifier. To make up for this
shortcoming, the F1-measure was introduced in this study as
another evaluation indicator to evaluate the effect of the
classifier more comprehensively.

,e F-measure is calculated by Precision and Recall.
,e precision rate refers to the proportion of correctly

predicted positive samples to the total number of pre-
dicted positive samples. ,e precision rate can directly
show the rate of accurate samples within the classification
samples.

P � Precision �
TP

(TP + FP)
. (10)

In the above equation, TP is the number of samples
correctly categorized into this class, and FP is the number of
samples wrongly assigned to this class.

,e recall rate refers to the percentage of the predicted
positive samples in the actual positive samples.

R � Recall �
TP

(TP + FN)
. (11)

In equation (11), FN represents the number of samples
that belong to this category but have been misclassified into
another category.

When considering the classification effect of each failure
separately, there will often be contradictions between Pre-
cision and Recall. ,e F-measure is the weighted average of
Precision and Recall, so it can effectively solve the above
contradiction. ,e expression for the F-measure is as
follows:

F − measure �
μ2 + 1  × Precision

μ2 ×(Precision × Recall)
. (12)

,e following equation shows how the F1-measure used
in this study was obtained, for when μ � 1.

F1 − measure � 2 ×
Precision × Recall

(Precision + Recall)
. (13)

5.2. Effect Analysis of the Fault Diagnosis Experiment. To
verify the proposed feature extraction and fault diagnosis
algorithm, the fault diagnosis program was written using the
Python programming language, and the corresponding
experimental test and verification were performed on a PC
configured with an Intel Core i7-6700HQ 2.60GHz CPU
and 16GB memory.

To ensure that it was consistent with the actual fault
diagnosis of the railway signaling and communications
department, the 1000 fault text data samples used in the
experiment were all taken from fault data recorded by the
Lan-Xin high-speed railway signaling and communications
department from 2017–2019.

,e Naive Bayes (NB) algorithm, logistic regression (LR)
algorithm, random forest (RF) algorithm, K-nearest
neighbor (KNN) algorithm, and support vector machine
(SVM) algorithm were selected to be used in the experiment.
,e widely used word-spacemodel and the LDA topicmodel
were used to extract the features of the data set, and then the
two processed data sets were trained and tested.,rough the
Precision, Recall, F1-measure, and other indicators, the
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diagnosis effect was evaluated, analyzed, and compared to
verify the impact of the LDA topic model on the perfor-
mance of the fault diagnosis. To prevent overfitting prob-
lems, this experiment randomly used 70% of the data set to
train the classifier, and the remaining 30% was used as the
test set.

5.2.1. Experiment on Spatial Classification of Word Features.
,e fault text data was expressed in the traditional vector
space model. ,en the processed data was input into the
classifier for training. ,e classification effect is shown in
Table 3.

It can be seen from Table 3 that under the traditional
word feature space method, the KNN algorithm had the best
classification effect, while the RF algorithm in the ensemble
classifier was the least effective.

5.2.2. Experiment of Topic Feature Space Classification.
After using the LDA topic model to extract fault features
from the same original fault data, the classifier was trained
and tested again. ,e classification results are shown in
Table 4.

As Table 4 shows, after the LDA topic model extracted
the fault record text features and transformed them into the
topic feature space, the classification indexes of most clas-
sifiers were improved to a certain extent.

5.3. Experimental Analysis of Fault Diagnosis Algorithm.
,rough a comparative analysis of the above experiments, it
can be seen that the method of fault diagnosis of railway
signal equipment based on the LDA and SVM models is
better than the established method of combining word
feature space with various classifiers. It shows that the
method based on machine learning and natural language
processing proposed in this paper has certain advantages in
the fault diagnosis of railway signal equipment and can
provide a certain reference value for railway signal equip-
ment fault diagnosis.

6. Conclusions

In this paper, based on the characteristics of the text data of
fault records of railway signal equipment from the Lan-Xin
high-speed railway, a corresponding fault feature vocabulary
in the field of railway signal equipment was constructed. ,e
LDA topic model was used to extract the fault features. ,en
the fault record text was transformed into the topic feature
space and compared with the commonly used word feature
space. Subsequently, an SVM diagnostic device was con-
structed based on this to diagnose the fault. ,en it was
compared with the NB, LR, RF, and KNN algorithms. ,e
accuracy and effectiveness of the proposed model were
verified by field data experiments. It is proved that the model
can help the field personnel to quickly diagnose and
maintain the railway signal equipment failure and has
certain guiding significance.

In future research, we will try to process the text records
for a single type of signal equipment failure and test the
influence of different classification algorithms on the cor-
responding text evaluation indicators to achieve further

�e expression of the
fault document in the

topic feature space

Corresponding
fault category 

OVO SVMs
classifier
training 

New fault
document 

SVM diagnostic
model 

Fault category

Training model

Diagnosis

Figure 12: Fault diagnosis model training and new fault diagnosis process.

Table 3: Classification effect of word feature space.

Method Precision Recall F1-measure
LR 0.77 0.84 0.80
NB 0.76 0.85 0.80
RF 0.66 0.75 0.68
KNN 0.82 0.70 0.72
SVM 0.80 0.87 0.83

Table 4: Classification effect of topic feature space.

Method Precision Recall F1-measure
LDA+LR 0.81 0.84 0.81
LDA+NB 0.77 0.74 0.75
LDA+RF 0.75 0.82 0.78
LDA+KNN 0.80 0.81 0.80
LDA+ SVM 0.84 0.87 0.83
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diagnoses of certain types of signal equipment failure. At the
same time, this method is also suitable for a large number of
textual information on failure phenomena recorded in a
variety of other industrial production activities and has a
wide range of application prospects.
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