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)e purpose of this study is to offer an adaptive hybrid controller for the formation control of multiple unmanned aerial vehicles
(UAVs) leader-follower configurations with communication delay. Although numerous studies about the control of the formation
exist, very few incorporate the delay in their model and are adaptive as well.)emotivation behind this article is to bridge that gap.
)e strategy consists of an adaptive fuzzy logic controller and a Proportional, Integral, and Derivative (PID) controller where the
logic controller fines/tunes the PID controller gains.)e controller also consists of an integrator that raises the order of the system
which helps reduce the noise and steady-state errors. )e simulations confirm that the proposed technique is robust and satisfies
mission requirements. Moreover, the flying formations of the swarmwere created by a B-spline curve based on a simple waypoint.
)e main contribution of this study is to present a model where the formation remains stable during the whole flight, errors are
within the optimal range, and the time delays are manageable.

1. Introduction

Recently, control of multi-UAV formation has become one
of the challenging research areas among multiple UAV
research issues. )is surge in research interest in formation
control is because of the various improvements of such
multi-UAV formations over a single UAV, including su-
perior adaptability, flexibility to unfamiliar surroundings,
and robustness. Formation control is described as the or-
ganization of a set of UAVs that keep a specific formation
like in the shape of a triangle, square, and so on. Possible uses
of formation control comprise various collective objectives
like search and rescue, reconnaissance, transferring big
objects, and control of arrays of satellites [1–3].

Researchers have proposed various formation configu-
rations, along with multiple control tactics for formation
control of multiple UAVs. )e key strategies contain be-
havior-based strategy, the leader-follower method, and the

virtual formation structure [4–6]. All different strategies
have their specific pros and cons. For instance, we take the
leader-follower strategy, where a single aircraft acts as the
leader, while the rest of the aircraft follows the leader. )e
drawback of this strategy is that there is no instantaneous
feedback between the leader and the followers [7].

Two researchers, Hu and Gang [8], proposed a strategy
that can only work when the distance that separates the
leader and the followers is known. However, one researcher
applied another strategy and maintained the structure of the
formation without the information of the dynamic model
and velocity of the leader UAV [9]. In contrast, in the virtual
formation structure, any UAV can become the virtual leader
and the rest of the UAVs starts to follow the virtual leader
[10].

Consider the behavior-based strategy where the
weighted average of each aircraft and the chosen route
control the movement of every UAV [11]. For the virtual
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formation, the formation configuration is considered a rigid
body, and the dynamics of the virtual leader UAV guide
every follower to maintain the fixed virtual configuration
[12, 13]. )e drawback of the virtual formation is that its
operation is more central; i.e., a single aircraft malfunction
can disrupt the entire formation [14].

Many research studies that consider the formation
control of multiple aircraft exist.)e work in [15] discusses a
vision-based approach to control a group of UAVs. )e
study in [16] offers a control architecture that combines the
three approaches of the behavioral method, leader-follower
method, and the virtual leader technique to organize them
into a unified strategy. In [17], the authors introduce a group
of finite-time consensus algorithms for the formation
control of multiple UAVs. In another study [18], researchers
study the problem of keeping the formation of a set of
aircraft using only coarse information. When members of
the formation communicate with one another, time delays
are inevitable. )ese delays can cause instability, fluctuation,
and reduced efficiency. )erefore, numerous researchers
have examined the aforementioned issue in detail. For in-
stance, in [19], researchers present a time-delayed linear
system with directed graphs. )e problem formation is
transformed into a stability problem, and the effect of
delayed communication is compensated in the control
strategy. In [20], they design the formation controller based
on the Lyapunov-Krasovskii approach to reduce the time
delay and its impact.

)e contributions of this study are as follows:

(i) One of the contributions of this study is designing
an adaptive fuzzy logic controller for the formation
control of multiple UAVs following a leader-fol-
lower configuration.

(ii) Another major contribution is related to the
communication delay and how few studies that
incorporate the delay in their formation control
model and are adaptive as well exist. )is study
intends to bridge that gap.

(iii) )emain contribution of this study is to verify using
comprehensive simulations that by using the
designed model, formation remains stable during
the whole flight, errors are within the optimal range,
and the time delays are manageable.

)e remainder of the paper is structured as follows:
Section 2 tackles the latest trends in formation control.
Section 3 discusses different structures and configurations
for UAV formations. Section 4 presents the preliminaries of
UAV formation and discusses the communication graph
concept of UAVs. Section 5 deals with the design of the
system control model. Section 6 designs the formation
controller based on an adaptive hybrid control algorithm
and also sets the controller parameters. Section 7 presents
the system stability analysis. )en, Section 8 presents the
simulation results and their analysis. Finally, Section 9
concludes the whole study and discusses its future scope.

2. State of the Art

)is section discusses the latest trends in the field of for-
mation control and the impact of input delays. In [21],
researchers try to maintain the formation of a high-order
multi-UAVs system with model uncertainties, distur-
bances, and noises. )ey propose a hybrid approach by
combining the sliding mode method with the adaptive
neural network technique. In [22], academics present a
formation control strategy that avoids collision using deep
reinforcement learning. Recent studies that examine the
role of input delay in the formation control include [23]. It
examines the time-dependent tracking of formation con-
trol with time delay and external noise. )is study uses
Artstein’s reduction method to eliminate the delayed in-
teraction between UAVs. Another recent study [24] dis-
cussed the impact of time delay in the formation of
underwater vehicles. It uses a gradient-descent technique
to estimate the delay. )en, it uses the Lyapunov function
to reduce it to an optimal level.

In another recent study [25], the authors control the
formation of multiple UAVs using a distributed back-
stepping control technique. )e formation remains stable
irrespective of communication delays between the UAVs.
)e researchers divided the designed model into linear and
nonlinear loops for better control. In a different study [26],
the researchers again utilize the back-stepping technique
for controlling a swarm formation of UAVs in a specific
circular route. )e designed technique factor in the pa-
rameter and input constraints self-tunes itself adaptively.
One more phenomenon that the researchers discuss in
terms of formation control is event-triggered techniques.
One study [27] designs a predictive model using the event-
triggered method for the control of multiple UAVs. In the
proposed model, UAVs can only share information with
their neighbors and the event trigger phenomenon helps
lessen the computational stress on the algorithm. Another
hybrid strategy in [28] is to control the formation of a
swarm of multiple UAVs by improving the fitness function.
)e authors utilized particle swarm optimization (PSO)
with Cauchy mutant (CM) operators. )e operators help to
enrich the PSO algorithm by inspecting the fitness level for
the global solutions of UAV formation. )e designed al-
gorithm not only copes with the convergence issue but also
fastens the speed.

In [29], a hierarchical structure based onmulticolonies is
designed. )ere are three nonoverlapping colonies that
contain multiple UAVs and one UAV is nominated as a
leader in each colony. )e author proposed the Maximum-
Minimum Ant Colony Optimization (MMACO) to make a
formation of the colony of UAVs with the help of a mul-
tiagent system based on the Vicsek model. )e MMACO
nominates the best ant and MAS nominates the leader in
each colony while the other UAVs remain agents. Fur-
thermore, the leaders in each colony are responsible for
communicating with the leaders of other colonies in order to
complete a combined mission.
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3. Structures of UAV Formation

)ere are two main configurations of the UAV formation in
the leader-follower model, namely, the follower formation
and the diamond formation [30, 31]. )e schematic dia-
grams of the two formation configurations are shown in
Figure 1. Various other complex formations are formed
from the development of these two typical configurations.

)ese two formation configurations have both advan-
tages and disadvantages [2]. )e land area covered by the
follower formation is the smallest, thus reducing the
probability of detection by reconnaissance troops or enemy
ground radar and improving the formation survivability, but
there is less information detected. )e diamond formation
can detect a large area to ensure a good vision for each
member of the team; it may also increase the probability of
discovery by the enemy [32].)e two basic configurations of
formation are diamond and follower formation in which
many common UAV formations can be evolved, such as
“plus” shape and “arrow” shape. )e common formation
structures are shown in Figure 2.

Since the formation of drones has a big effect on the
overall performance of the entire formation, to enhance the
efficiency of the formation, reduce energy loss, and avoid
danger, some new formation structures are getting more and
more attention [5], as shown in Figure 3.

)e formation of the above virtual leader formation
structure can significantly reduce the communication lag
among formation members and reduce the computational
load of onboard processors [33]. As a result, the number of
formation members can be increased. Other new formation
structures also have their unique advantages.

In practical application, the formation should be
designed reasonably according to the needs of the actual
task, the number of formation members, the hardware
communication, the processing capability of the machine
processor, the transition of the UAV group, and other as-
pects of logistics support, to achieve optimal mission effi-
ciency [34].

3.1. Problem Definition. A leader-follower formation with
three followers and a leader has to take off from the starting
point and reach the targeted area while keeping their for-
mation. Besides, UAVs face some input delays as well. )e
UAVs need to fly robustly and maintain their formation
while also minimizing the lag between UAVs. Figures 4(a)
and 4(b) show the communication topology of UAV
formation.

4. Preliminaries of UAV Formation with
Communication Delay

During the flight of multiple UAV formations, all the
members ensure the consistency of the formation config-
uration through mutual information transmission and
sharing. In fact, in the process of the formation member’s
information exchange, the input lag is inevitable [35, 36].
)is situation has a certain impact on the stability of the

entire system, so this section has some practical significance
to study the consistency problem of the UAV formation
system with time delays.

Follower Formation

FollowerFollower

Diamond Formation

Leader Leader

Figure 1: Typical configurations of UAV formation.

Figure 2: Different UAV formation structures.

virtual Leader

Follower Follower Follower

Figure 3: Virtual leader formation structure.
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4.1.CommunicationGraphConcept ofUAVs. Suppose that G

(V, E, A) represents a directed graph of communication
topology when several drones are flying in formation, where
V � {V1, V2, . . ., Vk} is the vertex set, E is the edge set, and A
is the weight adjacency matrix. Figure 4 shows a commu-
nication topology of UAV formation.

)e edge of a directed graph can be expressed as
Epq � (Vp, Vq), where Vp is expressed as the tail of this edge,
and Vq is expressed as the head of this edge. )e weight
adjacency matrix A� [apq], where the matrix elements
represent the adjacency weight; apq> 0 means that com-
munication node p can get the information of node q;
otherwise, apq � 0.

)e diagonal matrix D� diag {dp p� 1, 2, . . ., k} has the
elements of the ith row of matrix A added to get dp, and the
Laplace matrix of graph G is defined as L�D-A, where G is
an undirected graph; i.e., apq � aqp. L is a symmetric positive
semidefinite matrix. If G is undirected and any two nodes in
it can be connected by edges, then G is called an undirected
connected graph. Basic knowledge of graph theory states
that the matrix L can be diagonalized to the minimum value
of diagonal matrix Γ, i.e., 0 which satisfies the following:

0 � λ1 < λ2 ≤ . . . ≤ λmax, (1)

where λ1∼ λmax are the eigenvalues of Laplace matrix L.
Suppose that the communication topology of a forma-

tion system consisting of n drones is an undirected con-
nected graph. )e dynamic system model of the UAV is
approximately defined by the following second-order model:

_xp(t) � ]p(t)

_]p(t) � up(t)

⎧⎨

⎩ p � 1, 2, ..., k, (2)

where xp is the position status of the formation member p, vp

is the speed status of formation member p, and up is the
control input of formationmember p. Note that we are using
2D coordinates to represent the dynamic model of the UAV
for simplicity while assuming that the altitude is constant.

To make sure that the members of the formation are
consistent with their expected movement status, the fol-
lowing control protocol is adopted:

up(t) � 􏽘 apq k1 xq(t − τ) − xp(t − τ) + rpq􏼐 􏼑 + k2 ]q(t − τ) − ]p(t − τ)􏼐 􏼑􏽨 􏽩 + 􏽘 k3hp ]s − ]p􏼐 􏼑, (3)

where k1, k2, and k3 are the control gains of the system and τ
is the time delay for information to transfer from formation
members q to p. rpq is the expected relative position of the
formation members p and q, ]s is the expected speed of the

formation, and hp is the ability index to obtain the expected
speed information of the formation of aircraft. )e matrix of
the above control protocol is expressed as

U(t) � − kj(LX(t − τ) − diag(AR)) − k2LV(t − τ) − k3H V(t) − ]s ⊗ 1n×1( 􏼁, (4)

(a)

V1

V2 V3

V4

(b)

Figure 4: (a, b) A communication topology of UAV formation.
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where R is the n × n matrix formed by rij, and diag (AR) is a
vector of A × R diagonal elements. H is the n × n diagonal
matrix formed by hi; x is a vector composed of the position
status of formation members, X(t)� [x1(t), x2(t)..., xk]T; V (t)

is the vector of the formation members’ speed states, V (t)�

[v1 (t), v2 (t), . . ., vk]
T; and U(t) is the vector formed by the

control input of formation members, U(t)� [u1(t), u2(t)...,
uk]T. )en, the state equation of the system can be written as

_X

_V
⎡⎣ ⎤⎦ �

0 1

0 0
􏼢 􏼣⊗ Ik −

0 0

0 k3
􏼢 􏼣⊗H􏼠 􏼡

X

V
􏼢 􏼣 −

0 0

k1 k2
􏼢 􏼣⊗L􏼠 􏼡

X(t − τ)

V(t − τ)
􏼢 􏼣 +

0

k1
􏼢 􏼣⊗ diag(AR) +

0

k3vs

􏼢 􏼣⊗ H × Ik×1( 􏼁.

(5)

It can be seen from the state equations of the above
system that the goal of the control protocol is

lim
t⟶∞

‖xp(t) − xq(t)‖⟶ rpq,

lim
t⟶∞

‖]p(t) − ]q(t)‖⟶ 0,

lim
t⟶∞

]p(t) � lim
t⟶∞

]p⟶ ]s.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(6)

)at is, the relative positions of formation members p
and q approach the expected relative position rpq, and the
speeds of p and q both approach the expected speed ]s. )e

above is the mathematical description of the consistency
problem of a UAV formation system.

5. System Control Model

Assuming that the autopilot of the leader and the follower in
the formation is the same, then the autopilot model is
composed of the first-order speed retainer, first-order
heading retainer, and a second-order altitude retainer which
are given as follows:

_]p(t) � −
1
τv

]p(t) +
1
τv

]pr(t),

_ψp(t) � −
1
τψ
ψp(t) +

1
τψ
ψpr(t),

€zp(t) � −
1
τha

+
1
τhb

􏼠 􏼡 _zp(t) −
1

τhaτhb

zp(t) +
1

τhaτhb

zpr(t),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where τv, τψ , τha, and τhb are the time constants of the
autopilot; ]p(t), ψp(t), and zp(t) are the actual values of the
speed, heading angle, and altitude of the leader or follower;
and ]pr, ψpr, and zpr are the referenced values for the speed,
heading angle, and altitude of the leader or follower. Note
that equation (7) is only an approximate representation of
the autopilot model.

Supposition 1. )e external disturbances Dxi
and Dyi

may
affect the x and y velocity components of each UAV.
Substituting the above autopilot model into the commanded
motion equation along with external disturbances, you can get

_xc(t)

_yc(t)

_zc(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

]1(t)cos ψ1(t) − ψ2(t)( 􏼁 − ]2(t) + −
1
τψ
ψ2(t) +

1
τψ
ψ2r(t)􏼠 􏼡yc(t) − Dxi

]1(t)sin ψ1(t) − ψ2(t)( 􏼁 − −
1
τψ
ψ2(t) +

1
τψ
ψ2r(t)􏼠 􏼡xc(t) − Dyi

_z1(t) − _z2(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (8)
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where (xc(t), yc(t), zc(t)) are the commanded directions
for the aircraft. Since the heading angle deviation
(ψ1(t) − ψ2(t)) of leader and follower during formation
flight is generally a small amount, Dxi

and Dyi
represented

the uncertainty in Xi � VXi
cos(ψi) − VYi

sin(ψi) and Yi �

VXi
sin(ψi) − VYi

cos(ψi) velocity channels. Moreover,
index term i � L, F1, F2, F3􏼈 􏼉.

Supposition 2. It is supposed that the disturbances inside
the model of the system are affecting the formation of UAV
uniformly; therefore, equation (8) can be simplified using
the principle of small disturbance to obtain

_xc(t)

_yc(t)

_zc(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
�

−
yc

τψ
ψ2(t) − ]2(t) + ]1(t) +

yc

τψ
ψ2r(t) − Dxi

xc

τψ
− ]1(t)􏼠 􏼡ψ2(t) + ]1(t)ψ1(t) −

xc

τψ
ψ2r(t) − Dyi

_z1(t) − _z2(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

Assuming h(t) � zc(t) � z1(t) − z2(t), and _zr � ξ, then

_ξ(t) � €h (t) � €z1 (t) − €z2(t) � −
1
τha

+
1
τhb

􏼠 􏼡ξ(t)

−
1

τhaτhb

zc(t) +
1

τhaτhb

z1r(t)

−
1

τhaτhb

z2r(t).

(10)

Taking follower V2 as the research object, the state of the
system is selected as

_xc(t)

_yc(t)

_zc(t)

_]2(t)

_ψ2(t)

_ξ(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

−
yc(t)

τψ
ψ2(t) − ]2(t) + ]1(t) +

yc(t)

τψ
ψ2r(t) − Dxi

xc(t)

τψ
− ]1(t)􏼠 􏼡ψ2(t) + ]1(t)ψ1(t) −

xc(t)

τψ
ψ2r(t) − Dyi

ξ(t)

−
1
τv

]2(t) +
1
τv

]2r(t)

−
1
τψ
ψ2(t) +

1
τψ
ψ2r(t)

−
1
τha

+
1
τhb

􏼠 􏼡ξ(t) −
1

τhaτhb

zc(t) +
1

τhaτhb

z1r(t) −
1

τhaτhb

z2r(t)
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. (11)

Equation (11) is the system state equation of the follower.
Taking []2r(t)ψ2r(t)z2r(t)]T as the system control input of
the follower control model and []1(t)ψ1(t)z1r(t)]T as the
system interference input of the leader to the follower
control model, it can be seen from the state equation (11)

that the follower system is a nonlinear, strongly coupled
system.

It can be seen from the previous section that the xc and yc
channels of the system are strongly coupled, and these two
channels are decoupled from the zc channel. )erefore, the
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three channels should be decoupled first when designing the
controller [37]. Still, we take the follower as the research

object, to solidify the coupling terms in the state equation
(11) of the system, and get

_xc(t)

_yc(t)

_zc(t)

_]c(t)

_ψ2(t)

_ξ(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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�

−
ycg

τψ
ψ2(t) − ]2(t) + ]1(t) +

yrg

τψ
ψ2r(t) − Dxi

xcg

τψ
− ]1g􏼠 􏼡ψ2(t) + ]1gψ1(t) −

xrg

τψ
ψ2r(t) − Dyi

ξ(t)

−
1
τv

]2(t) +
1
τv

]2r(t)

−
1
τψ
ψ2(t) +

1
τψ
ψ2r(t)

−
1
τha

+
1
τhb

􏼠 􏼡ξ(t) −
1

τhaτhb

zc(t) +
1

τhaτhb

z1r(t) −
1

τhaτhb

z2c(t)
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, (12)

where xcg and ycg control the relative position of curing at all
times, and v1g controls the speed of the long-time curing
machine. At this time, the equation of state of the system is
linear, and the xc and yc channels are decoupled, leaving only
the heading angle coupling between the two channels.

6. Designing of Adaptive Hybrid Control Law

Since the actual UAV formation system is often sus-
ceptible to interference factors such as aerodynamic
interference, the traditional PID controller parameters
will not change after setting out, and it is difficult to adapt
to the high dynamic changes of the internal parameters of
the formation system [38, 39]. )e designed controller
utilizes the adaptive property, which can adapt well to the
changes of the internal dynamic parameters of the system
and is suitable for handling complex nonlinear problems
such as UAV formations [40]. )e design of the controller
with adaptive fuzzy PID control law can improve the
control of the formation system effect.

6.1. Structure of the Adaptive Hybrid Controller. )e equa-
tion of the state of the formation system is the same as in

Section 4. )e basic principle of the designed control is to
introduce fuzzy control into the formation system to
adjust PID parameters online, thereby improving the
controllability of the system. )e control structure of the
controller is shown in Figure 5. As Figure 5 shows, the
formation reference position command knows where the
formation has to go next whereas the formation ma-
neuver command is the one that maneuvers the UAV
leader into the desired position. After that, the adaptive
fuzzy controller along with the PID controller makes sure
that the remaining UAVs follow the leader and maintain
the formation.

)emathematical expression for the linear mixer error is
calculated as

e]I(t) � k] ]1(t) − ]2(t)( 􏼁 + kx xrc − xr(t)( 􏼁,

eψI(t) � kψ ψ1(t) − ψ2(t)( 􏼁 + ky yrc − yr(t)( 􏼁,

ezI(t) � kz zrc − zr(t)( 􏼁,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(13)

where k], kx, kψ , ky, and kz are the coefficients of the linear
mixer. )e mathematical expression of the adaptive hybrid
controller is
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]2c(t) � kvp0 + Δk]p􏼐 􏼑e]I
(t) + kvp0 + Δk]p􏼐 􏼑 􏽚

t

0
e]I

(t)dt + kvd0 + Δk]d( 􏼁 _e]I
,

ψ2c(t) � kψp0 + Δkψp􏼐 􏼑eψI
(t) + kψi0 + Δkψi􏼐 􏼑 􏽚

t

0
eψI

(t)dt + kψd0 + Δkψd􏼐 􏼑 _eψI
,

z2c(t) � kzp0 + Δkzp􏼐 􏼑ezI
(t) + kzi0 + Δkzi( 􏼁 􏽚

t

0
ezI

(t)dt + kzd0 + Δkzd( 􏼁 _ezI
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

Among them, kvp0, kvi0, and kvd0 are the initial pro-
portional, integral, and differential coefficients of the
speed channel; kψp0, kψi0, and kψd0 are the initial pro-
portional, integral, and differential coefficients of the
heading channel, respectively; kzp0, kzi0, and kzd0 are the
initial proportional, integral, and differential coefficients
of the height channel; Δkvp, Δkvi, and Δkvd are the in-
crement of the speed channel control parameters cal-
culated by fuzzy inference; Δkψp, Δkψi, and Δkψ d are the
increment of the control parameters of the heading
channel calculated by fuzzy inference; Δkzp, Δkzi, and Δkzd
are the increment of height channel control parameters
calculated by fuzzy inference.

6.2. Setting of Adaptive Hybrid Parameters. )e adaptive
fuzzy hybrid controller is based on the error and its rate of
change input, using fuzzy rules and algorithms to achieve the
online adjustment of PID parameters. For the UAV formation
system, we deal with speed, heading, and altitude channel,
respectively. )e fuzzy controller is inspired from [41], so for

more details regarding the fuzzy function, the reader is referred
to the aforementioned study.

)e inputs of fuzzy logic controllers are positioned and
orientation errors along with their derivatives. It is in the range
between − 1 and 1 used for the input error signals and their
linguistic levels are defined as Positive High (PH), Positive Low
(PL), Zero (ZR), Negative Low (NL), and Negative High (NH).
)e control decision is made using if-then rule bases as pre-
sented in Tables 1–3 for ∆kp, ∆ki,, and ∆kd, respectively. )ese
rules are inspired by [41].

)e fuzzy controller outputs are fuzzy proportional gain
(FΔkp

), fuzzy integral gain (FΔki
), and fuzzy differential gain

(FΔkd
) while their linguistic levels are normalized in the

range from 0 to 1.

7. System Stability Analysis

First, to analyze the stability of the system, they are di-
vided into two main types, i.e., frequency domain and
time domain. On the one hand, the time-domain analysis
mainly uses Lyapunov-Krasovskii functional methods to

Formation
Reference Position

Command

Formation
Maneuver
Command

Leader
UAV

Follower
UAV

V 1
, ψ

1, 
ξ

V2, ψ2, ξ

X r
c, 
Y r

c, 
Z r

c

X1, Y1, Z1

X2, Y2, Z2

Σ

e

Formation Controller

d/dt

e′
Adaptive Fuzzy

Controller

PID Controller

∆kp ∆ki ∆kd

Integrator

Figure 5: Formation controller structure.
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discuss the stability of the system in the time domain. On
the other hand, the frequency domain analysis method
mainly discusses the stability of the system by analyzing
the characteristic roots of the matrix in the frequency
domain [42]. )is section discusses the system stability
using the structure singular value method in the fre-
quency domain.

)e state equation (5) of the system is nonhomogeneous,
and its homogeneous form is discussed without losing
conservatism. )e homogeneous form of the state equation
(5) is given as

y(t) � My − (O⊗ L)y(t − τ), (15)

where y is the state of the system, i.e., y(t)� [x(t) v (t)]T; M
andO are thematrices corresponding to the state equation of
the system in the form of

M �
0 1

0 0
􏼢 􏼣⊗ Ik −

0 0

0 k3
􏼢 􏼣⊗H􏼠 􏼡,

O �
0 0

k1 k2
􏼢 􏼣.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

Since the communication topology of the UAV for-
mation system is an undirected connected graph, the Laplace
matrix L can be transformed into a diagonal matrix Γ � diag
{λ1, λ2 ... λn}.)en, there must be a nonsingular matrix T that
can satisfy the following two formulas:

T
− 1

LT � Γ,

T
− 1

HT � Λ.

⎧⎨

⎩ (17)

Among them, Λ refers to the diagonal matrix, Λ� diag
{Λ1, Λ2, ..., Λk}. Let y� (I2⊗T)ξ(t); substituting it into
equation (15), it becomes

_ξ(t) � I2 ⊗T
− 1

􏼐 􏼑M I2 ⊗T( 􏼁ξ(t) − I2 ⊗T
− 1

􏼐 􏼑(O⊗ L) I2 ⊗T( 􏼁ξ(t − τ). (18)

Table 1: If-then fuzzy logic rule base for ∆kp.

de/dt
Error

NH NL ZR PL PH
NH PL PH PH PH PH
NL PL PL PL PL PH
ZR ZR PL PL PL PH
PL ZR PL PL PL PL
PH ZR PH PH PH PL

Table 2: If-then fuzzy logic rule base for ∆ki.

de/dt
Error

NH NL ZR PL PH
NH ZR PL PL PL ZR
NL PL PL PH PL PL
ZR PH PL PH PH PH
PL PL PL PL PL PL
PH PL PH PL PL PL

Table 3: If-then fuzzy logic rule base for ∆kd.

de/dt
Error

NH NL ZR PL PH
NH ZR ZR ZR ZR ZR
NL ZR PL PL PL ZR
ZR PL PL PL PL PL
PL PH PL PL PL PL
PH PH PH PH PH PH
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)e Kronecker product (represented by ⊗)) has the
following properties: when the U and W dimensions of the
matrix are the same, and the V and Z dimensions are the
same, (U⊗V) (W⊗Z)� (UW)⊗ (VZ) is satisfied. So, for-
mula (18) can become

_ξ(t) �
0 1

0 0
􏼢 􏼣⊗ Ik −

0 0

0 k3
􏼢 􏼣⊗Λ􏼠 􏼡ξ(t) − (O⊗ Γ)ξ(t − τ).

(19)

Since Ik, Λ, and Γ are all diagonal matrices, the system
equation (19) can be decomposed into k second-order
systems, and the state equation of the subsystem is

_ξ(t) � FξN(t) − λNOξN(t − τ) N � 1, 2, . . . , k, (20)

where F is the coefficient matrix of the subsystem given as

F �
0 1

0 0
􏼢 􏼣 −

0 0

0 k3Γ
􏼢 􏼣. (21)

)e characteristic equation of the subsystem is

sI2 − F − λNOe
− τs

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � 0 N � 1, 2, . . . , k. (22)

)e product of the characteristic equations of all the
above subsystems is the characteristic equation of the entire
system. From the expression of the matrix F, the determi-
nant is 0. We expand the characteristic equation (22) to get

s
2

+ λN N2s + N1( 􏼁e
− τs

� 0, (23)

where N1 and N2 are the gains of the system. From equation
(23), when λN � 0, s2 becomes 0; i.e., the stability of the
system has nothing to do with τ. When λN ≠ 0, equation (23)
can be rewritten as

s
2

� − λk N2s + N1( 􏼁e
− τs

. (24)

Making a complex domain transformation, let s�ωi, and
substitute it into equation (24) to get

− ω2
� − λk N2ωi + N1( 􏼁e

− τωi
. (25)

)e modulus of both sides of the equation can be ob-
tained as

ω4
− λ2NN

2
2ω

2
− λ2NN

2
1 � 0. (26)

Let p�ω2; then, equation (26) is a quadratic equation of
one variable. From the root conditions of the quadratic
equation of one variable, the equation has a positive real root
and a negative real root, so ωmust be an imaginary solution
for any parameter; the system will cross the imaginary axis.

Taking the angles on both sides of equation (25), we can
get

0 � arctan
N2ω
N1

􏼠 􏼡 − τω. (27)

)erefore, the analytical form of the time delay τ can be
obtained as

τ �
1
ω
arctan

N2ω
N1

􏼠 􏼡 +
2mπ
ω

m � 0, 1, . . . , k. (28)

ω is determined by formula (26). For different m in
formula (26), we can theoretically find countless multiple
time delays τ. It can be proved that when m takes a number
greater than 0, the characteristic roots of the system equa-
tions are all in the right half-plane and the system is unstable.

By calculating the partial derivative of the time delay τ
for formula (23), we can get

2s ·
ds

dτ
+ e

− τsλN N2 ·
ds

dτ
− N1 + kN2s( 􏼁 s + τ ·

ds

dτ
􏼠 􏼡􏼢 􏼣 � 0.

(29)

Assuming that the time delay τ satisfies formula (28),
and we know that λk is greater than 0 for all eigenvalues of
k> 1, let s�ωi and take the intermediate variable as q:

q � − 2ω sin(ωτ) + λN N2 − N1τ( 􏼁􏼂 􏼃
2

+ 2ω cos(ωτ) − λkN2ωτ􏼂 􏼃
2
. (30)

Since R(c) is the real part of the complex number c,
R(ds/dτ) can be given as

qR
ds

dτ
􏼠 􏼡 � λ2N N

2
2ω

2
+ 2α2􏼐 􏼑> 0. (31)

Since q> 0, it can be seen from formula (31) that

R
ds

dτ
􏼠 􏼡> 0. (32)

When τ is 0, the characteristic equation of the system
becomes

s
2

+ λN N2s + N1( 􏼁 � 0. (33)

At this time, all the roots of the equation are on the left
half of the system, and the system is stable.When τ increases,
the characteristic roots of the system will gradually move to
the right to the crossover frequencyωi, because the real part
of the partial derivative of s to τ is always greater than 0. So,
the characteristic root of the equation will not return to the
left half-plane after moving to the right half-plane. )ere-
fore, for formula (28), when m is a number greater than 0,
the characteristic root of the system will be on the right half-
plane. )e system is unstable, the value of m is 0, and
formula (28) becomes
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τ �
1
ω
arctan

N2ω
N1

􏼠 􏼡. (34)

It can be seen from equation (34) that τ and ω are
roughly inversely proportional to each other, and ω and λk
are directly proportional to each other, so the largest
characteristic root λmax corresponds to the smallest delay;
that is, the upper bound of the delay τf is determined. When
τ is less than τf, the system is uniformly stable, and when τ is
greater than or equal to τf, the system is unstable.

)e path planned by the hybrid algorithm mostly
consists of a series of line segments. To make sure that the
path generated is smooth and flightworthy, the B-spline

curve strategy is used.)e B-spline curve is an improvement
of the Bezier curve method and has the advantages of
preserving convexity and geometrical invariability.

Mathematically, the B-spline curve can be given as

P(u) � 􏽘
n

p�0
dpNp,q(u), (35)

where dp(i � 0, 1, . . . , n) are the controlling points and
Np,q(u) are the normalized q-order B-spline functions and
are defined with the help of the Cox-de Boor recursion
method as

Table 4: Initial conditions of SINS navigation simulation.

Initial state Unit Ref value
Initial posture (four-dimensional) Unit less [1 0 0 0]T (zero attitudes)
Initial velocity m/s [0 0 0]T

Initial latitude ° 35
Initial longitude ° 125
Initial height M Unity

1
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Np,q(u) �

1, if up ≤ u≤ up+1,

0, otherwise,

⎧⎪⎪⎨

⎪⎪⎩

Np,q(u) �
u − up

up+q − up

Np,q− 1(u) +
up+q+1 − u

up+q+1 − up+1
Np+1,q+1(u),

define
0
0

� 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(36)

)e parametric knots u0 ≤ u1 ≤ . . . ≤ un+q􏽮 􏽯 determine
the basic functions of the B-spline curve. )e B-spline curve
is not affected by just moving a single control point, as
opposed to the Bezier curve. Another advantage over the
Bezier curve is that increasing the control points will not
increase the degree of polynomials.

8. Simulation Results

)is chapter mainly conducts mathematical simulation on
the theoretical research above and qualitatively analyzes the
algorithm principle through the simulation results. Initial
alignment is carried out taking into account the
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Figure 8: Position curves of the strap-down inertial navigation system.
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measurement errors of the gyroscope and accelerometer, the
proposed algorithm is used for fine alignment, and MAT-
LAB software is used for mathematical simulation. We are
using a simplified UAV model with autopilot. )e param-
eters for the simulation are given in Table 4.

In Figure 6, it is apparent that since the acceleration of
gravity is equivalent to damping on the pitch and roll
channels, the error estimates of the pitch and roll channels
converge faster and have higher accuracy. While there is no
damping, the error estimation of the heading channel
converges slowly and the accuracy is low, and the filter gain
can quickly converge to a small steady-state value, as shown
in Figure 7. It indicates that the initial alignment of the strap-
down inertial navigation system is feasible to meet the initial
value requirements of the strap-down inertial navigation
system.

We set the error indexes of the gyroscopes and accel-
erometers as standard error characteristics. We select the
initial values of the position, velocity, and attitude of the
reference track as the initial navigation solution value. )e
reference real trajectory curve is generated by the trajectory
generator, and the navigation trajectory curve is solved by
the strap-down inertial navigation system (SINS) for sim-
ulation verification. )e initial conditions of the simulation

are shown in Table 4. )e values in Table 4 were chosen to
maximize the chances of getting the most optimal result.

Figure 8 represents the position curves of the strap-down
inertial navigation system. As it is clear, the first part of the
figure shows the latitude. It holds steady for the first half of
the flight and then gets slightly lower for the second half.
Similarly, for the longitude, it remains stable for the first half
and slightly increases in the second half. Finally, the height
starts to pick up slowly, and around the mark of 400 seconds,
it starts flying much higher than the last first half.

Figure 9 offers the velocity curve of the strap-down
inertial navigation system. )e figure represents the three
components of the velocity vector. So, when the formation
moves in the direction of the x-axis, a variation is observed in
the first part of the figure. Similarly, for the y-axis, there is a
change in the second figure, and for the z-axis, a variation
appears in the third figure.

Figure 10 presents the attitude curve of the strap-down
inertial navigation system. Attitude mainly corresponds to
the maneuvering and turning of the UAVs. So, when the
UAV turns in the direction of the x-axis, a change appears in
the φx graph. Likewise, when the UAV maneuvers toward
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the y-axis and z-axis, similar variations emerge in the φy and
φz graphs.

Figure 11 represents the applied velocity disturbance on
X and Y coordinates of all UAVs including the leader and
followers with identical values. Each diagram shows that the
disturbance is applied to the system after around 500 sec-
onds where the velocity components changed from 0m/s to
0.6m/s. Moreover, the z component of UAV dynamics
remains unchanged.

Figure 12 estimates that the tracking at X is better than Y.
At the X coordinate, the maximum error occurred at 0.22m
despite a huge spike initially. In contrast with the X coor-
dinate, the Y coordinate shows better estimated tracking
initially but has a large error value of 0.5m after 600 seconds.

Finally, Figure 13 shows the trajectory traveled by the
formation. As it is clear, the leader is ahead of the formation
and the followers are pursuing it in a tight formation. )e
formation also maneuvers the hilly peaks without any col-
lision.)e UAVs also avoid collision among themselves.)e
hybrid algorithm has successfully suppressed any delays and
maintains its configuration.

9. Conclusion and Future Scope

)is article designs an adaptive hybrid algorithm for the for-
mation control of UAVs along with communication delays.)e
proposed hybrid controller is a combination of the PID and the
adaptive fuzzy controller with integral feedback. )e perfor-
mance of the PID controller is fine-tuned by introducing fuzzy
logic in this research. To validate the proposed scheme, several
simulations have been performed with respect to different
parameters. Simulations estimate that the errors are within
optimal range and filter gains are steady. )e position and the
velocity simulations show that the movement and speed of the
UAVs are stable despite incorporating the disturbances in the
system. )e final simulation demonstrates the trajectory of the
UAVs among the hilly peaks. It shows that the UAVs remain in
a tight formation while also avoiding any collision.

Future researchers can include dynamic obstacles and
omnidirectional wind disturbances in the proposed system
to make it more resilient. )ese limitations can be chal-
lenging for scholars in the future to handle especially in a
real-time environment. Performance enhancers may also be
added to improve stability during flight formation to achieve
the target with high convergence speed.
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