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This paper uses an improved deep learning algorithm to judge the rationality of the design of landscape image feature recognition. The preprocessing of the image is proposed to enhance the data. The deficiencies in landscape feature extraction are further addressed based on the new model. Then, the two-stage training method of the model is used to solve the problems of long training time and convergence difficulties in deep learning. Innovative methods for zoning and segmentation training of landscape pattern features are proposed, which makes model training faster and generates more creative landscape patterns. Because of the impact of too many types of landscape elements in landscape images, traditional convolutional neural networks can no longer effectively solve this problem. On this basis, a fully convolutional neural network model is designed to perform semantic segmentation of landscape elements in landscape images. Through the method of deconvolution, the pixel-level semantic segmentation is realized. Compared with the 65% accuracy rate of the convolutional neural network, the fully convolutional neural network has an accuracy rate of 90.3% for the recognition of landscape elements. The method is effective, accurate, and intelligent for the classification of landscape element design, which better improves the accuracy of classification, greatly reduces the cost of landscape element design classification, and ensures that the technical method is feasible. This paper classifies landscape behavior based on this model for full convolutional neural network landscape images and demonstrates the effectiveness of using the model. In terms of landscape image processing, the image evaluation provides a certain basis.

1. Introduction

With the advancement of science and technology and the substantial increase in computer processing capabilities, artificial intelligence has achieved exponential development. Technologies related to artificial intelligence have widely affected the Internet, medical treatment, manufacturing, and other fields, greatly reducing labor costs and production cycles, and also facilitating people’s work and life [1]. Artificial intelligence optimizes the combination of the four elements of landscape, namely, structure, system, service, and management, so that ordinary landscapes can be developed into more humane and intelligent landscapes, creating a convenient and comfortable living environment. However, the application of artificial intelligence in the landscape field is more biased toward hardware intelligent solutions, and there is still a lack of more innovative applications such as the design and creation of landscape patterns [2]. This is because the design and creation of landscape patterns require creative thinking and unique image thinking in artistic creation. Therefore, people's understanding and reproduction of a large number of landscape features are the keys to landscape pattern design and creation [3]. In contemporary landscape dynamic characteristics and landscape planning and design, although the thoughts and design concepts of different landscape architects are different, what they cannot be separated from is the objective and stable law of landscape form, which is the law of common features in the landscape pattern. Landscape features to explore and discover the law has been a landscape hot research topic area [3]. With the
improvement of computer performance and the development of remote sensing technology, the feature extraction of landscape objects is no longer limited to human eye detection. The use of computer vision, remote sensing camera measurement, artificial intelligence, and other technologies to study landscape features has gradually become a trend [4]. There are many hidden features of landscape patterns, and traditional landscape feature extraction methods are not suitable for the extraction and reconstruction of common features of the landscape under big data. Therefore, the current mainstream methods for extracting common features of the landscape are still focused on human visual recognition and detection, and human subjectivity is relatively strong [5]. For example, according to the characteristics, the literature summarizes the landscape as scattered, lattice combination, staggered substitution, ring combination, parallel strip combination, and axial symmetry. The literature points out that the main way of landscape group layout is counterpoint, dislocation, periphery, center concentration, and free combination [6]. It can be seen that in the classification of landscape patterns summarized by characteristics, people have strong subjectivity, and the classification of irregular layouts is more general. Only obvious pattern characteristics can be seen and the hidden landscape patterns and small-scale rules under big data are ignored. The layout consists of a more macro-irregular layout.

The self-attention generative confrontation network introduces the self-attention module in natural language into the generative confrontation network. By improving the drawbacks of convolutional networks, such as limited perceptual fields and difficulty in extracting features from long distances, it allows one to observe the drivers of image generation tasks. Long correlation modeling can use cues from all feature locations to generate details, which solves the problem of feature memory [7]. The existing technology of image generation has achieved a substantial breakthrough. The introduction of the self-attention mechanism enables the network to truly capture and correlate long-distance spatial information while ensuring the efficiency of calculation. The use of spectral normalization in the discriminator and generator network not only reduces the computational cost of training but also improves the quality of the generated results. Feature integration theory divides visual attention into two stages: pre-attention and concentrated attention. In the pre-attention stage, the feature extraction of multiple parallel vision channels is realized. In the subsequent concentrated attention stage, the visual features are selectively reorganized and searched for each visual attention target in turn [8]. On this basis, a guided search theory is proposed, which believes that the visual system searches the region of interest through two parallel pathways, namely, selective pathways and nonselective pathways. Among them, the nonselective path is mainly used to extract the global features of the scene, and can quickly count the scene structure information related to the spatial layout of the scene and the semantic information related to the task. The nonselective path is mainly used to extract local features in the scene, and can obtain detailed information such as color, brightness, texture, etc., and then use the global information as a priori to guide the salient area search process of the selective path from top to bottom. The gist descriptor represents the global information of the scene image and guides the classification and search of visual objects. According to the pixel scale applied by the algorithm, such as a pixel or super pixel, the algorithm can be divided into the following categories [9]. The model first performs preprocessing operations including image averaging and Gaussian blur on the original color image and then calculates the color difference corresponding to the two images in the Lab color space to obtain a significant area map. This method is to process the image from frequency and get an approximate salient target area. Since this model only uses color differences and does not consider other saliency-related visual features such as orientation and texture, theoretically, this method does not apply to scenic images with small color differences [10]. The algorithm first extracts three visual saliency features, namely, scale contrast features, color features, and central-peripheral contrast features, and then uses CRF to effectively fuse the extracted visual saliency features, and finally produces a significant target detection result. Region-based methods are generally based on super pixels, and regression models for saliency detection are based on super pixels [11].

Landscape images are a new research area in the field of image retrieval. With this technology, more and more landscape architects are beginning to research and study in this area and gradually expanding their research [12]. Using landscape images as the medium, this article can use the classification of landscape elements as the criteria for landscape evaluation, to realize the full automation of landscape evaluation, which not only saves time but also saves costs. This is also a qualitative breakthrough in computer technology for landscape architecture. We use the advantages of interdisciplinarity to complete this research [13]. First, perform semantic segmentation on the landscape image with known scene element category information, make it into a training set, use the built training set to train the model to identify the pictures to be tested, and use the fully convolutional neural network algorithm to effectively improve the classification accuracy of landscape images [14]. At the same time, the color, shape, and texture features of the scene elements in the image are extracted as the multi-features for identifying the scene elements in the landscape image. The category information of the sample image is introduced into the fully convolutional neural network algorithm, which can realize the effective clustering of the landscape image [15, 16]. Thereby, it effectively improves the classification rate of landscape elements in landscape images. The convolutional neural network algorithm in the deep learning method is analyzed in detail, the CNN algorithm is improved in some aspects, the dimensionality reduction method is applied to image recognition, and related experiments are completed.
2. Deep Learning Image Feature Recognition Design

2.1. Optimized Deep Learning Algorithm. Since the landscape pattern data are a remote sensing satellite image, the convolutional neural network is the most commonly used deep neural network structure for image feature recognition. Therefore, the discriminator that generates the confrontation network also uses the convolutional neural network structure to extract the features of the landscape. This section will introduce in detail the principle of deep convolutional generation network and the process of extracting landscape features. The difference between the convolutional neural network and the original neural network is that the neurons in each layer of the convolutional neural network are arranged in three dimensions: width, height, and depth. Assuming that the size of the landscape pattern data is 643, the convolution kernel will only connect to a small area in the previous layer of the picture, instead of adopting a full connection method. As shown in Figure 1, each convolution kernel will perform a point multiplication operation on the data in an area of the training image data instead of all the data. This region, also known as the receptive field, greatly reduces the computational effort and effectively avoids over-fitting due to too many parameters. The last part of the convolutional neural network structure will compress the full-scale landscape data into a vector containing the classification score.

The convolutional layer is the layer used by the convolutional neural network to extract the features of landscape pattern picture data, and it is the most important layer. We undertake the task of transforming from image to high-level semantics [17]. Convolution layer can view and extract a rectangular area of the size of the characteristic value; extracting a feature of each rectangle becomes convolution kernel convolution operation and is performed by the sliding window that is similar to the step size to obtain a map sheet and perform calculations. The calculation formula of convolution is

$$G_j = \sum_{i,j=1}^{m,n} R_i^* U_{ij} / \sum_{i,j=1}^{m,n} E_i^* U_{ij}$$

There are usually multiple convolution kernels, and each convolution kernel has a receptive field corresponding to the number of channels in the landscape pattern picture. These receptive fields, respectively, perform dot multiplication operations on one-dimensional arrays of a certain length on different channels in the area of the same convolution kernel size on the same landscape pattern data, and then add the obtained values to obtain the output value. There are several convolution kernels to get several output matrices [18]. The output data will eventually become the extracted landscape feature value. The pooling layer can perform down-sampling operations on the input landscape pattern data. The purpose is to remove excess information, improve training effects, increase receptive fields, increase translation invariance, and reduce the optimization difficulty and parameters, and reduce the computational cost [19]. The method is similar to the window sliding of the convolution kernel, and there is also an area range to obtain the value of the same size area of the input matrix. Unlike the previous example, we are using the maximum set level as an example [20]. The pooling layer obtains the maximum value in the area. In addition to maximum pooling, pooling also means pooling and random pooling. Mean pooling is the summing and averaging of the values in the acquisition area, and random pooling is the random selection of the values in the acquisition area. In practical applications, maximum cooling is used the most.

Each node of the fully connected layer is connected to all the nodes in the previous layer and is used to integrate the features extracted from the front [21]. The fully connected layer is the classifier in the entire convolutional neural network. If operations, such as the convolution player, pooling layer, and activation function layer, map the original data to the hidden layer feature space, the fully connected layer maps the learned distributed feature representation of the sample labeled space. The calculation process formula of the fully connected layer is

$$f^n(t) = \lim_{h \to 0} \frac{1}{h} \sum_{m=0}^{n} (-1)^m \binom{n}{m} f(t - mh).$$

It can be seen that the essence of the fully connected layer is a linear transformation from one feature space to another feature space. Convolution and pooling are equivalent to the feature engineering of the landscape. The subsequent full connection is equivalent to the dimensional transformation after feature weighting. In particular, data features extracted by convolution can be changed from high-dimensional to low-dimensional, and the landscape of each area. Put the extracted features back together while retaining useful information. Its features are just a bunch of codes. To make it easier to understand, we have visualized the result as a picture.

Standardization is generally to map the extracted landscape feature data to a specified range, so that the output maintains a relatively stable distribution, and is used to remove the dimensions and dimensional units of the landscape data of different dimensions [22, 23]. The use of standardization in convolutional neural networks can speed up the convergence, have the effect of regularization, improve the generalization ability of the model, and allow a higher learning rate to accelerate the convergence. Commonly used standardization includes regional standardization, back standardization, and spectrum normalization. The back standardization and spectrum normalization are commonly used in deep convolutional neural networks. Among them, spectral normalization is often used in the discriminator in the generation of confrontation networks:

$$F = \frac{ML \tan^2 \alpha}{4 \sin \alpha} \theta(0)^2.$$
The first part is zooming and translation and the second part is training the parameters of zooming scale and translation. The algorithm steps are as follows:

\[ b_{ij} = \frac{b_{ij}}{\sum_{k=1}^{n} b_{kj}} (i, j = 1, 2, \ldots, n) \]

\[ \omega_i = \frac{b_{ij}}{\sum_{j=1}^{n} b_{ij}} (i, j = 1, 2, \ldots, n) \]

\[ g_i = \frac{\omega_i}{\sum_{i=1}^{n} \omega_i} \]

\[ \sum_{i=1}^{n} g_i = 1 \]

\[ \lambda = \frac{1}{n} \sum_{i=1}^{n} \frac{(AW)_i}{\omega_i} \]

It can be seen from the above algorithm that batch standardization can normalize the data to form a normal distribution so that the data will not be too scattered and the activation function can better obtain more meaningful values. The objective function of generating the confrontation network model is as follows:

\[ \tilde{\varphi} = (1 - \cos \varphi) \theta + \sin \varphi \dot{\varphi} - \frac{g}{l} \sin (\varphi - \theta) - \frac{k}{ml^2} \varphi. \]

The task of the discriminator is to learn the characteristics of the real sample set of the landscape to distinguish the authenticity of the generator sample. Its structure is a deep convolutional neural network structure, which classifies the real landscape data as 1 and classifies the generated landscape data as 0. The task of the generator is to fool the discriminator as much as possible. When the generator generates realistic landscape pattern data, the discriminator will not be able to distinguish its authenticity [23]. If the discriminator judges its result to be approximately 1, it means that the generator’s landscape pattern has the main features that are the same as the real samples, which successfully deceived the discriminator.

The nonconvergence phenomenon in the landscape generation training is caused by the disappearance and collapse of the gradient so that the model cannot obtain an effective gradient. This phenomenon of gradient disappearance has always been the main problem faced by various fields in deep learning; when the deep network and loss function in the deep neural network are not suitable, the gradient will disappear and collapse, and it belongs to the generation of the deep learning generation field. This problem also exists in the confrontation network. The unbalanced training of the generator and the discriminator will cause the gradient to disappear or collapse. The data are from real sample data X, and the data distribution function is P. The data are used to generate pseudo-random probability sampling noise under normal Z. The generated probability distribution function is P, the generated network is G, and the network is determined as D. The training process of generating adversarial neural networks can be regarded as an optimization task.
The goal of generating a confrontation network is to hope that the trained discriminator can make the first term to be 1. Generally speaking, the discriminator can make the discriminator from the real distribution. The data are judged as 1 and the data from the pseudo data distribution are judged as 0. Overall, the training goal is to make a V maximum. For the generator, the training goal of the network is to minimize V, which means that the discriminator cannot determine the difference between the real data and the fake generated data. Therefore, the optimization of GAN requires the generator and the discriminator to achieve Nash equilibrium, but because the discriminator \( D \) requires the generator and the discriminator to achieve Nash equilibrium, therefore, the optimization of GAN here is not performed well, the other does not perform well. If the generator and the discriminator are related to each other: if one does not perform well, the other does not perform well. If the discriminator is much better than the generator in the training, it will take a long time for the generator to make a little progress. If the discriminator is adjusted too hard to distinguish right from wrong, then the generator has no gradient to learn. Therefore, the training of the discriminator and generator cannot be too good or too bad and must be maintained within a range allowed by the balance to make the training converge. However, this balance is difficult to master, and the pooling layer and activation function in the deep network increases the uncertainty of the network parameters, so there may be an imbalance in the training of the generator and the discriminator in each training.

2.2. Landscape Image Feature Recognition Design. Features learned and extracted by deep learning are all mapped in high-dimensional manifolds. Manifolds can be seen as the promotion of three-dimensional surface space and the geometric concept of high-dimensional space. The idea of manifold learning for feature learning of deep neural network data can be explained like that in the properly trained deep neural network [24]. Each category of image data is mapped on a different dimensional space, such as 0–9 handwritten image data. Each type of number should be mapped on a different manifold space. When a new handwritten number is to be classified as input, the data to be classified can be mapped on the manifold space surface of its correct number classification through neural network calculations [25]. The theory is also an attention theory involving automatic processing. They distinguish between Object and Feature, considering a feature as a specific value of some dimensional quantity, and an object as a combination of some features. They argue that features are analyzed by a functionally independent subsystem of perception and that this processing takes place in a parallel manner, whereas the recognition of objects requires the involvement of focused attention and is entirely the result of serial processing; the role of focused attention is similar to that of “glue,” which allows for the combination of features into a single object.

The significance of the geographic database is not only to provide a convenient data management model but also to realize the true sense of paperless and digital storage. The change of the thematic map storage medium has made it the basis for real-time data sharing and regional operations among multiple users. As a type of big data, landscape big data not only has the five characteristics of big data, namely, volume, velocity, variety, veracity, and timeliness, but also has the characteristics of space, time, diversity, and complexity. Summarizing the characteristics of landscape big data can be introduced from six aspects [26].

The objectivity of landscape big data means that the data are natural or objective data, which are not affected by human intervention and the basic data for landscape planning and design. The objectivity of the big data of the landscape can be reflected in the spatial data, which is the basis for respecting the principles of the site in planning and design [27]. Objective data can accurately reflect the actual situation of the site and are important considerations for the feasibility of planning implementation and the cost of planning. For example, the mold type of three-dimensional space can reflect the slope and gradient of the site, which is convenient for analyzing the direction of the catchment of the site, deciding the location of landscape points, the setting of scenic spots, etc., and carrying out drainage design to avoid a lot of soil cutting and filling works. The vegetation and soil data in the natural resource data are important parameters for site design and construction, which determine the level and quality of construction.

The diversity of landscape big data is reflected in two aspects. One is the diversity of data sources. As shown in Figure 2, more than 30 types of data come from drawings, tables, survey records, official websites, local chronicles, network data, etc. The same type of data can be obtained in various ways. The second is the diversity of data types;
the data storage of landscape big data is diverse, which can be traditional data forms such as drawings, tables, photos, and document records. It can also be perception, mood, behavior, experience, video, etc. With the development of big data technology, more and more content is converted into data, which promotes the integration and innovation of disciplines. The multisource nature of landscape big data reflects the multidisciplinary nature of landscape planning and design, as well as its wide-ranging characteristics.

The dynamic nature of landscape big data is a common feature of big data. With the rapid development of the Internet, data have exploded, and dynamic changes of data have become the norm. It changed with time and crowd activities. By locating the communication data, we can analyze the direction of the flow of people in different periods and the location and time of the point of interest, which is helpful to analyze people’s behavior and activities and the space usage of the venue. Online media data transform people’s interests and hobbies into data. Through dynamic monitoring of online media data, it is possible to understand the need of the crowd, as well as people’s evaluation of the social service functions of the venue before and after the scenic reconstruction, which is conducive to public participation in design. Corresponding to the dynamic nature of landscape big data is the current nature of the data. With the rapid update of the data, the interception of the data can only replace the changes in the performance stage, reflecting the latest natural and human conditions of the site, the flow of people, and the evaluation information, etc. Such as remote sensing image data, generally showing the latest site images, using socio-economic data, through the latest population distribution and community data, can effectively allocate landscape resources, improve resource utilization, and avoid waste of resources. The current trend of big data also reminds us that big data is a resource and an analysis tool. What big data provides is reasoning based on the current situation, which is only a reference answer, not the final answer.

With the improvement of equipment performance, observable and collected data become more and more refined. The time and space resolution of data have been improved. The high time resolution can reflect the subtle dynamic changes of things and phenomena, and the high spatial resolution can see the details of things clearly, which is of great significance for identifying and analyzing the natural and human elements of the site. For example, the data of the heat map is changed from the original one hour to automatic statistics every fifteen minutes, which greatly shortens the time interval and improves the accuracy of analyzing the trend. It increases the resolution of remote sensing images from 30 meters to 50 centimeters now, allowing planners and designers to see more detailed features. Such an increase in resolution facilitates the excavation of cultural and natural features in the site. Traditional on-site inspections may encounter impassable problems. With the improvement of accuracy, researchers can fully understand the current situation of the site without leaving home, thereby improving work efficiency.

Landscape planning and design need to pay attention to the role of human beings and give full play to the human subjective initiative. Human nature is reflected in the big data, including human nature and social attributes, through which effective and targeted planning can be carried out. Mobile positioning data can reflect the activities of the crowd in a specific period and a specific place, and reveal people’s temporal and spatial behavior patterns. Many data of landscape big data are related to people, such as network media data, communication data, activity behavior data, etc.
These data can reflect the human nature of landscape big data and provide support for people-oriented planning and design concepts.

3. Reasonable Landscape Design

3.1. The Rationality of Landscape Design Process Design. In this paper, the specific technical workflow is divided into six steps, such as data acquisition and preprocessing, data cleaning, data analysis, data mining, and result visualization. Among them, data cleaning and data analysis include two stages, that is, a rough classification and type division of technical framework. Data mining and visualization include the fuzzy-type identification and type definition phases of the technical framework.

First, in the data acquisition step, the basic description of the street view image data, including the specific method and source of acquisition, and the relevant parameters in the acquisition process are explained, and the research scope of this research is clarified, that is, the downtown area of Nanjing. Subsequently, in the process of data cleaning and analysis, InfoGAN’s unsupervised classification method is used to roughly classify the style data. The InfoGAN generative confrontation network model will first generalize the image features of the picture and try to classify it. After classifying the overall characteristics of the street view data, MobileNets is used to perform semantic segmentation of the street view data to extract the landscape elements from the street view, complete the basic data cleaning, and enter the preliminary style classification stage. In the preliminary classification stage, the segmented data are interpolated to form a dataset in three directions, and then they are again entered into the InfoGAN model for classification, and the preliminary results of classification under different directions are obtained. It is necessary to enter the stage of supervised learning. Therefore, the results of different orientations are manually labeled, the labels are labeled according to the theoretical model described above, and the training set and test set of the supervised classification model ResNet are constructed, and the classification results according to the label type are generated [28]. However, the classification results of label types are usually pure visual localization and need to be tested in reverse at both the location distribution and functional fit levels. Finally, the classification and type definition of the entire streetscape landscape is completed.

The previous technical framework clarifies several target stages of data processing. On this basis, this article further improves the framework in the form of a flowchart, clarifying relevant elements such as human annotations, external parameters, etc., and then guides subsequent experimental operations, as shown in Figure 3.

As a kind of city image database, street view image data refer to image data that is close to the human eye, and the content of the photo is image data of urban street scenes. To a certain extent, it can more truly reflect the urban street scenes seen from a human perspective. Compared with ordinary photos, it contains more and more complete urban elements and has a richness of information. Street view image data are based on the image characteristics of the street view. To extract the landscape from the streetscape, the data must be cleaned first. The entire cleaning process is divided into two processes. The first is to roughly classify the entire collected street view data. It separates the landscape-based street view from other street view data to reduce the overall data sample size. The cleaning method is to first use the information generation confrontation network for rough classification. The network model is written in the Python programming language, mainly using the PyTorch library and the Numpy library-related functions. We set different discrete dimensions, that is, the different number of categories, to train multiple sets of models on the street view data set.

Through the comparison of multiple groups of different classification numbers, the phenomenon of the unclear meaning of dimensions caused by too few classification numbers can be avoided. There are too many categories, which lead to the classification of details. From the model output results, the model settings of 25 types of discrete dimensions have relatively better interpretability. Subsequently, the model of network classifier trained to 7 million images one by one score data, and take the highest-scoring dimension to the final classification, and finally sort out the results, with cvx recording different types of picture data files. In the entire actual operation, the original data are used as the training set and the test set, and the effect of clustering the original data set is finally realized [29]. Each classification number has multiple iterations. Generally speaking, the higher the iteration number, the better the effect. However, the number of iterations is limited by the number of classifications. From the data of the last three iterations, it can be seen that the overall data are more evenly distributed in different types of data.

To perform separate operations on the landscape element pixels and nonlandscape element pixels in the picture, the next step is to make an image mask. Image making is a process of excluding selected images, graphics, or objects, and images to be processed to control the area or process of image processing. In digital image processing, the mask is usually a two-dimensional matrix array, and sometimes multi-value images are also used. The main purpose of the image mask is to extract the part of the interest in the picture. The premade mask of the area of interest is multiplied by the image to be processed to obtain the image of the area of interest so that the image value of the area of interest remains unchanged. The values of the images outside the area are all 0, and the purpose of screening is achieved. The position of the image that people are interested in is entered into the subsequent algorithm model to reduce the interference of the noninterest area. Therefore, the processing of nonlandscape elements in street view data will affect the machine learning model’s extraction of image features to a certain extent. The next step of the experiment will be to conduct contextual processing on these nonlandscape elements.

The semantic segmentation of the landscape data goes to the next model analysis. Because the size and shape of different landscape elements will lead to inconsistent dimensions between the data, it will greatly affect the model results. Therefore,
how to deal with elementary pixels other than landscape elements is very important. This article uses three processing methods at this stage: the first is a mask that is not processed, that is, all pixels in the landscape image that are not part of the landscape are filled with pure black. This type of operation will remain the perspective elements of the landscape elements, and due to the gradient changes of colors, the edge characteristics of the landscape elements will be strengthened. This operation will preserve the perspective elements of the landscape elements, and the edge features of the landscape elements will be enhanced due to the different variations of colors. Therefore, the new InfoGAN model analysis based on these data will strengthen the classification caused by retaining the perspective of the landscape. This method firstly performs an average operation on the pixel values of all the landscape parts in the street view image after semantic segmentation. Because most of the images are masked, the proportion of suoyi landscape elements is relatively small. This article wants to expand the proportion of the landscape and preserve the neighborhood relationship between the original pixels as much as possible, so I thought of RF transformation to regularize the pixel data. Rastafarian extracts each pixel of the landscape element in the landscape image data, and calculates the number of pixels N, as shown in Figure 4.

In the form of the cluster-based structure, the InfoGAN model further subdivides the form. According to the shape ratio of the landscape window, some dimensions are classified. The proportions of viewing windows or landscape elements are grouped in longitudinal longer landscape styles through 20 dimensions, and the common features of such styles in the landscape, a small number of vertical opening windows residential landscape. In this paper, this type of cluster structure is defined as the longitudinal line emphasized cluster style. The functional type tends to be mainly industrial and residential landscapes. This article defines this type as horizontal. The lines emphasize the group style.

3.2. Model Parameter Design. The structure of the fully convolutional neural network used in this article is shown in Table 1. The convolutional neural network mainly includes a convolutional layer and a maximum pooling layer. We use rectified linear units with sparse activation as the activation function. Convo-5 uses a stacked convolution method. After each convolution layer, one or two identical convolution layers are stacked. In order to prevent over-fitting and improve the robustness of the model, a dropout layer is added after the Conv6 and Conv7 layers, which is not involved in network propagation, so that the output of some neurons is 0. This improves the generalization ability of the model. The detailed parameters of each layer are shown in Table 1.

Because deep learning fully convolutional neural network is very complicated, it will take a lot of time to train, and the network level of the fully convolutional network is very deep, so the final result of the model is possible while conducting specific experiments. It will stay near the optimal solution, which may affect the experimental results. On the other hand, it will make the convergence time of the entire model longer.

According to the shape ratio of the landscape window, some dimensions are classified. The proportions of viewing windows or landscape elements are grouped in longitudinal longer landscape styles through 20 dimensions, and the common features of such styles in the landscape, a small number of vertical opening windows residential landscape. In this paper, this type of cluster structure is defined as the longitudinal line emphasized cluster style. The functional type tends to be mainly industrial and residential landscapes. This article defines this type as horizontal. The lines emphasize the group style.
achieve better performance here. Existing convolutional neural network models all adopt a pretraining strategy. Based on the above model, this article also refers to the idea of pretraining and adopts the method of model two-stage training [31–34].

In this paper, the model is initialized and trained so that the parameters of the convolutional layer can be shared, and also to improve the effect of using random initialization alone [35, 36]. This research in this paper adopts the following optimizations for the training of the model. This article manually selects some 500 simpler images uses these 500 images to train the model separately, and waits for the model to converge. In the future, the parameters in the model can be saved and downloaded. Because the selected images in this article are simple, the convergence speed of the model will be very fast. We perform a second training of the model on all training sets in this paper. All the network weights and parameters are updated, which also reduces training time to a great extent on the model, and the model performance will be enhanced. It can also speed up the convergence speed of the model, and finally, a good model can be obtained. After these models are trained, a lot of Caffemodel model files will be generated. The model represents the documents FCN network parameters of the network model stored in different iterations. Finally, these models can be used in a landscape image. The two-stage training process of the model is shown in Figure 5.

4. Results and Analysis

4.1. Model Training Effect Analysis. The model operating mechanism of this experiment is shown in Figure 6, and will not be described in detail here. After repeated experiments, this article determines that the learning rate of the weight parameter is 1010, and the weight attenuation coefficient is 0.005. According to the two-stage training method of the model given in Figure 5, the two-stage training method of the model is no longer used for comparison with the experiment. In the process of the model two-stage training method, the previous section pointed out that 500 images of the training set were used as the pretraining data set in the early stage. After that, model two losses and iteration number class l were used, and the object type stage was used. The relationship between the training method and the first-order training method using the model is shown in Figure 6.

The value of the loss function represented by the loss is to weigh the probability of which type of data the test data belong to. The lower the loss functions, the faster the network convergence. It can be seen that the loss values of both the two-stage training with model and the two-stage training without model decrease rapidly in the number of iteration steps from 300 to 500. The loss of secondary training reached 0.43, while only 0.47 was used without secondary training. The convergence speed of the second-stage training with the model is significantly faster than the second-stage training without the model, indicating that the effect of the second-stage training with the model is better. As the iteration proceeds, the last two are in a relatively stable state. The loss value after stage training is stable at about 0.41, while the unused loss value is stable at about 0.45, which shows that the convergence speed of model training is becoming more and more gentle. The experimental results show that the two-stage training of the model can effectively speed up the convergence speed of the landscape image semantic segmentation model training process, and the data prove that the method is feasible.

According to the calculations of the three scene element classification and evaluation formulas, the accuracy of the water scene element classification in the landscape image is shown in Figure 7, which can directly reflect the performance of the three up-sampling structures.

The accuracy rate of landscape element classification reflects the probability that the specific categories in the landscape image are correctly distinguished and segmented. As shown in Figure 7, the accuracy of FCN-32s is the lowest in the classification of water feature elements. FCN-16s is lower than FCN-8s in the classification accuracy of water features. Therefore, it can be concluded that FCN-8s has the best overall performance in the classification of water features of landscape images. Finally, the results were verified using the scene element classification and evaluation indicators mentioned, and finally, two values were obtained, namely, the pixel accuracy rate, the average accuracy rate.

To show that the contour-based mid-level features have a good effect in calculating visual saliency, this paper adds a comparative experiment, which is to apply the CS model and the IT model to the standard contour and the rough contour
in the BSDS500 data set, and quantify them through related indicators. It analyzed the performance of the two models on the two contours. The ROC curve drawn in the experiment is shown in Figure 8. It can be seen from the graph that the performance of the contour-based CS model proposed in this paper is significantly better than that of the IT model, whether it is on the standard contour or the rough contour. The model’s expectations are very consistent.

The reason why the performance of the IT model is inferior to the CS model is that the visual saliency features used by the IT model are mainly based on the local bottom layer, and the CS model in this article is based on the contour features of the middle layer, which reflects the middle layer features of the scene from the side. It does play a very important role in visual saliency. It shows the significance detection results of some samples of the BSDS500 data set in this experiment.

As shown in Figure 9, we can see that the performance of the CS model and its model proposed in this paper on the standard profile is significantly better than the performance of the two models on the rough profile. This is because there are some models in the rough profile. As mentioned above, the fragmented edge line segment noise will affect the results of the contour-based saliency detection method to a certain extent. Besides, when only contour information is used, the performance of the CS model is significantly better than that of the classic IT model when the scene image lacks visual information such as color and brightness. This shows that the middle-level visual cues of the scene image are better at
guiding visual attention. The lower level visual cues have a stronger effect. To make the above analysis and related conclusions more convincing, the performance indicators of the related models are calculated in the experiment and presented in the form of a table.

4.2. Analysis of Evaluation Results of the Recognition Model.

In this paper, the weight information sharing mechanism is added based on SAGAN, and the training of the poor discriminator and the better generator is selected by the alternating training of two sets of adversarial pairs. Due to the relationship between hardware facilities and computational cost, the experiment chooses to train 25,000 times, and the loss value of the traditional SAGAN structure discriminator generator is recorded every 100 times. The loss value of the discriminator and generator of the improved model proposed in this paper is compared. The dotted curve is the traditional self-attention confrontation neural network, and the blue line curve is the multiple confrontational information sharing generation network proposed in this paper. Figure 10 shows the discriminator loss curve. It can be seen from the first half that the loss function of the discriminator is close to 0, indicating that the better the discriminator is trained, the more likely it is to have gradient collapse. The generator loss function is close to 0, indicating that the better the generator training, the better the training effect. The closer the confrontation balance is 0, the more stable the training of the model.

As shown in Figure 10, compared with traditional SAGAN, the discriminator of the new model proposed in this paper can maintain a higher level of loss of the discriminator. After SAGAN is trained for 10,000 times, the loss of the discriminator gradually approaches 0. Therefore, the gradient disappears, and the generator cannot obtain effective gradient information, so the generation result is getting worse and worse. In the adversarial information-sharing network proposed in this paper, when the discriminator is trained well, the weight parameters will be adjusted in time to obtain poor weight parameters, and the discriminant ability of the discriminator will be pulled back to a more appropriate level, avoiding the occurrence of gradient descent.

As shown in Figure 11, compared with the traditional SAGAN, the generator of the new model proposed in this paper can maintain a lower loss value. After SAGAN is trained for 10,000 times, the discriminator has disappeared because of the gradient. The detector creates a bias in the direction of gradient descent, causing the loss value of the generator to rise, producing any result that can be recognized by the discriminator, and this causes the discriminator to lose its ability to compete. The result generated by the generator quickly developed a good result with a low loss value due to the inability to generate the correct result, and
finally, the training failed. It can be seen from the new model curve proposed in this paper that the level of the discriminator has been at a low and reasonable level, and a realistic fake image is finally generated.

As shown in Figure 12, it reflects the training balance of the discriminator and generator. It can be seen that because the discriminator loss of traditional SAGAN is constantly approaching 0 during the training process, and the generator loss is getting larger and larger, its balance is restricted below 0. Equilibrium curve of the new model proposed is 0 near the point of hovering, indicating that the generator and the discriminator maintained good training practice status, against the balance.

In summary, the training stability of the method proposed in this article is much higher than that of traditional SAGAN during the training process. In the later stage of training, SAGAN has the problem of gradient disappearance, and the model does not appear to have problems such as gradient disappearance at the end of the iteration. The superiority of the model is significantly higher than that of the generative adversarial network that does not use the method in this paper. In the later stage of training, due to the relatively small number of data sets, the discriminator of the traditional generative adversarial network is easy to be trained well, which leads to the problem of gradient disappearance, which means the generator can only generate random noise after $300 \times 50 i_dx$. Using the generative adversarial network incorporating the information sharing mechanism of multiple adversarial weights proposed in this paper, it is superior to train better quality generative data with only two adversarial network pairs.

As shown in Figure 13, when the discriminator gradient is close to 0, the discriminator training has a risk of overfitting, the training gradient fed back to the generator disappears, and then the information monitoring mechanism obtains the ill-conditioned feedback information and selects the appropriate one from the shared information. The information re-updates the discriminator and generator, strengthens the generator while restraining the discrimination to a certain extent, and the generator regains the gradient. From the formula, it can be seen that when the loss value of the discriminator and generator is maintained
within 0.5, the ideal Nash balance will be achieved. Therefore, it can be seen that although the loss curve of the discriminator is suppressed above 0 points, it gradually moves closer to 0.5. Therefore, the training of the model proposed in this article is reasonable and stable.

Spectral normalization serves to limit the Lipschitz of the network function by limiting the spectral norm of the weight matrix, thus allowing fewer discriminator updates to be performed per generator update. It analyzes the reasons for the disappearance of gradients and unstable training in the landscape generation of the generation confrontation network and introduces the core ideas of the WGAN model to solve these problems. It introduces the innovatively designed multiple confrontational information-sharing generation network for landscape pattern generation and proposes new ideas, new network structure, and specific methods to solve the problems of gradient disappearance and training instability. Finally, to prove the advantages and versatility of the model proposed in this paper, landscape pattern data, and two representative classical data sets, are used for training generation and result verification. The experimental results show that the multiple confrontational information-sharing generation network proposed in this paper has greater advantages and good versatility than the traditional generation confrontation network, and the method proposed in this paper is superior in the generation of landscape patterns. The performance evaluation of this new model is further carried out by analyzing the experimental process.

5. Conclusion

This paper uses deep learning algorithms to segment the landscape pattern and proposes training the local landscape pattern first and then stitching the results into a whole. The landscape in the local pattern data uses feature segmentation to reduce the repetitive features, accelerates the model training speed, and avoids unnecessary repetitive features. By improving the multiple confrontation information-sharing generation network proposed for training, a clear landscape pattern map is obtained more effectively, and it has obvious advantages compared with the traditional self-attention confrontation network. Splicing into a small landscape group landscape pattern figure has a stronger artistic creativity compared with the real landscape pattern. Then, the rationality of layout is judged, and its generated result is better than the traditional self-attention-generating confrontation network, which proves that it can be used not only for landscape data sets but also for other data sets. However, due to the idea of segmentation training, the longitudinal splicing marks caused by re-splicing are inevitable. Finally, this paper uses this innovative generative confrontation network model to conduct a preliminary study on the macro characteristics of landscape patterns. It is concluded that the use of big data and machine learning methods to comprehensively summarize the macro-features of the landscape is more scientific than human eye analysis, and can extract less-known hidden features.
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