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Chaotic attractors with no equilibria, with an unstable node, and with stable node-focus are presented in this paper. )e
conservative solutions are investigated by the semianalytical and seminumerical method. Furthermore, multiple coexisting
attractors are investigated, and circuit is carried out. To study the system’s global structure, dynamics at infinity for this new
chaotic system are studied using Poincaré compactification of polynomial vector fields in R3. Meanwhile, the dynamics near the
infinity of the singularities are obtained by reducing the system’s dimensions on a Poincaré ball.)e averaging theory analyzes the
periodic solution’s stability or instability that bifurcates from Hopf-zero bifurcation.

1. Introduction

Since the Lorenz system was presented in 1963 [1], many
Lorenz-like systems (Shilnikov-type systems) which were
associated with saddle-focus have been studied [2–5]. In
recent years, many new non-Shilnikov-type chaotic systems
have been discovered [6]. )ese new systems have included
any type and number of equilibria or no equilibria [7–10].
And these methods have been applied in image encryption
and compression [11–15], identification, and classification
of the system [16–18]. )e effect of nonlinearity and
Hamilton energy on the attractors was studied in [19]. )e
Hamilton energy feedback [20] can control the dynamics of
chameleon chaotic flow. Multistability is an interesting
property of chaotic dynamical systems [21]. Coexisting
attractors in systems were experimentally observed [22–24],
which have more complex hidden characteristics than the
ordinary hidden attractors [25]. And these chaotic systems
with coexisting attractors have more application value in the
fields of memristor chaotic circuit [26–28] and secure
communication [29]. Generating many attractors in a
programmable system was interesting [30]. )e multi-
stability of dual memristive Shinriki oscillator was studied in
[29]. In [31], attractor doubling in various dimensions was

discussed. )e multistability of a 2D sine map was discussed
in [32]. In [33], the extreme multistability of a memristive
system was investigated.

According to whether the basin of attraction of the chaotic
attractor is around the system’s equilibrium points, the
attractors are called “self-excited attractors” or “hidden
attractors.” Leonov and Kuznetsov [34] first suggested it. )e
basin of attraction of a self-excited attractor is around the
equilibrium, while in hidden attractors, the basin of attraction
does not intersect with any equilibrium points [35]. Hidden
attractors were discussed in many dynamics [36, 37]. In [38],
the hidden firing of a neuron model was studied. )e per-
petual points (PPs) were used to find coexisting attractors [39]
and determine whether a system is dissipative or not.
However, this method was not correct [40]. In some cases,
conservative or dissipative attractors can be discovered using
the system’s algebraic structure. However, in some others, it is
dependent on their states, and it should be calculated nu-
merically. Few conservative chaotic systems were reported in
[41, 42]. It is a motivation to find the chaotic attractor with
“self-excited attractors” coexisting “hidden attractors” or
“conservative solutions” coexisting “dissipative solutions.” It
would be better to give an analytical (or semianalytical and
seminumerical) proof of these conservative solutions.
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Although many chaotic systems were constructed, many
of them have focused on the type of equilibria, simple al-
gebraic structure, the number of equilibria, or specific features
in attractors. However, the systems’ global dynamics were
rarely analyzed. Moreover, the dynamics mainly rely on
numerical methods; qualitative analysis is rare.)erefore, it is
incredibly interesting to qualitatively analyze the dynamics
such as infinity dynamics and periodic solutions. In [43],
Sprott proposed three standards (Feasibility of Study, Simple
system, and Complex dynamic behavior) for new chaotic
systems to be published and used these criteria, andmotivated
by undiscovered features of systems with coexisting attractors,
a following new chaotic system is proposed in this paper:

_x � y,

_y � − x − yz,

_z � a − bx
2

+ cy
2

+ ez.

(1)

In comparison with the other well-known chaotic sys-
tems, the unique characteristics of the proposed system are
as follows. (a))e chaotic system can have an unstable node,
a stable node-focus, and no equilibria. (b) )e proposed
system’s chaotic attractor is conservative for some particular
parameters but dissipative for others. )e conservative
nature of the new systems is proved by the semianalytical
and seminumerical method. (c) )ree coexisting attractors
appear in the new system. (d) Infinity dynamics and periodic
solutions are analyzed based on Poincaré compactification
and the averaging method. Compared with the numerical
method, these qualitative analysis methods help understand
this new system’s global structure.

It can be seen from these characteristics that the new
system has rich dynamical properties. )erefore, it is nec-
essary to explore the dynamical properties to analyze the
global dynamics. )e rest of the paper is organized as fol-
lows. In Section 2, chaotic attractors with no equilibria,
unstable node, and stable node-focus are presented. )e
conservative solutions are investigated by four methods: (a)
the sum of finite-time local Lyapunov exponents is zero; (b)
divergence of the vector field is zero; (c) local Lyapunov
dimension is equal to the order of the system; and (d) the
Hamiltonian energy of the system is invariable. Further-
more, multiple coexisting attractors and analog circuit
simulation are also shown in this section. In Section 3, to
research the system’s global structure, by reducing the
system’s dimensions on a Poincaré ball via the theory of
Poincaré compactification, the infinity dynamics of the
system are obtained. Also, an analytic proof of the existence
of the Hopf-zero bifurcation is provided. )e periodic so-
lution’s stability or instability, born in Hopf-zero bifurca-
tion, is analyzed by the averaging theory in Section 4. Finally,
concluding remarks are given in Section 5.

2. Dynamical Analysis

Let _x � 0, _y � 0, and _z � 0; system (1) has a line of equilibria
at (0, 0, z) when a � 0 and e � 0 or has one equilibrium
E(0, 0, (− a/e)) when e≠ 0 or has no equilibrium when

a≠ 0 and e � 0. When e � 0, the conservativeness of system
(1) can be testified by the divergence as follows:

∇V �
z _x

zx
+

z _y

zy
+

z _z

zz
� − z(t). (2)

)e conservativeness is not obvious since the dissipation
is given by the time averaged value of − z(t) along the
trajectory.

2.1. Chaos in the Studied System (1) with No Equilibrium.
System (1) is rotationally symmetric under the transfor-
mation (x, y, z)⟶ (− x, − y, z). So, any attractors are ei-
ther rotationally symmetric around the z-axis or there is a
symmetric pair of them. Figure 1 shows the attractors of
system (1) with the initial data as (0, 5, 0), the parameters
b, c, and e are fixed, and the parameter a is changed
(a � − 6.17, a � − 4.5, and a � − 0.8), using MATLAB
R2020b simulation software, and its corresponding attrac-
tors with their properties are summarized in Table 1.

)en, calculate the Lyapunov exponents spectrum of
system (1) for fixed parameter b, c, and e, and let a varies.
When a ∈ (− 7, 0), the local finite-time Lyapunov exponents
spectrum and the largest Lyapunov exponent of system (1)
are shown in Figure 2.

According to Figure 2, when a ∈ (− 7, 0) and
b � − 1, c � 1, and e � 0, the largest Lyapunov exponent trend
can be observed. )is observation is also verified by Table 1.

Following the definition of average value of the variable
s(t) by s(t) � limt⟶∞(􏽒

t

t0
s(t)dt/t − t0) as stated in Ref.

[44], the average of z(t) of system (1) with special parameters
is shown in Table 1, system (1) has a conservative solution
since the sum of finite-time local Lyapunov exponents is zero,
and the average of z(t) of system (1) with special parameters
is shown in Figure 3. )e plots of average of z(t) are found to
be equal to zero as in Figure 3. )e results are not shown here
to avoid repetition of the figures.)e average values of z(t) of
the system are zero. In fact, when b � 0, c � 1, and e � 0,
system (1) is a special case of the Nose–Hoover oscillator
[45, 46]. It is invariant to the transformation t⟶ − t; hence,
it is time-reversible with LEs that are symmetric around zero.
Furthermore, we can provide a positive definite energy
function in a quadratic form as the Hamiltonian function:

H �
1
2

x
2

+ y
2

+ z
2

􏼐 􏼑. (3)

Taking the time derivative of H, we have
_H � x _x + y _y + z _z � az, (4)

which shows that the energy of system (1) is invariable if z(t)

is zero. )erefore, the system has a conservative nature (in
Figure 4(a), see a conservative torus). It also implies that
system (1) has coexisting dynamics, which are analyzed in
the following section.

2.2. Coexisting Attractors. In Section 2.1, we have seen that
system (1) shows chaotic dynamics with no equilibria in
e� 0. Moreover, since the sum of Lyapunov exponents is
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zero for system (1) in special parameters, the conservative
solution and chaotic flows are coexisting in this system (in
Figure 4(a), chaotic attractor coexists with a torus). Indeed,

we can see that there exits a limit cycle for some initial points
a − bx2 + cy2 � 0 and z � 0 in a< 0, − b � c � 1, and e � 0.
Following these conditions, we can see that if an initial point
starts form a limit cycle x2 + y2 � a and z � 0, we have _z � 0,
and the state variable z is fixed. Since z ≡ 0, hence, system (1)
will become

_x � y,

_y � − x.
(5)

System (5) is a Hamiltonian system (conservative). All
orbits start from x2 + y2 � a and stay in this circle. So, we
claim that system (1) has coexisting attractors under con-
dition a< 0, − b � c � 1, and e � 0. Figure 4 shows some
coexisting attractors of system (1) in some special parameter
a. Figure 4(b) shows that a chaotic attractor coexists with a
limit cycle. Figure 4(c) shows that two limit cycles coexist,
and Figure 4(d) shows that three limit cycles (a pair of
symmetric limit cycles) coexist.
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Figure 1: Attractors of system (1) in b � − 1, c � 1, and e � 0 and various values of a: (a) a� − 6.17; (b) a� − 4.5; (c) a� − 0.8.

Table 1: Attractors of system (1) for different values of parameters a and b � − 1, c � 1, and e � 0.

Parameter Lyapunov exponents Lyapunov dimension Attractor type Phase portrait
a � − 6.17 [0.003, 0, –0.003] 3 Rotationally symmetric chaotic attractor Figure 1(a)
a � − 4.5 [0, –0.37, –0.95] 1 Symmetric limit cycle Figure 1(b)
a � − 0.8 [0, –0.02, –26.76] 1 Symmetric pair of limit cycles Figure 1(c)
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Figure 2: (a) Local finite-time Lyapunov exponents spectrum and (b) largest Lyapunov exponents of system (1) for b � − 1, c � 1, e � 0, and
a ∈ (− 7, 0).
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Figure 3: Time averaged value of z(t) for system (1) with
a � − 6.17, b � − 1, c � 1, and e � 0.
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2.3. Chaos in System (1) with One Equilibrium. For the
stability of equilibrium, the Jacobian matrix of system (1) is

J �

0 1 0

− 1 − z − y

− 2bx 2cy e

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (6)

and the characteristic polynomial is

f � λ3 − (e − z)λ2 − − 2cy
2

+ ez − 1􏼐 􏼑λ − 2bxy − e. (7)

)e corresponding eigenvalues for equilibrium E(0, 0,

(− a/e)) are e, (a±
�������
a2 − 4e2

√
/2e). )e types of equilibrium

for different values of the parameters a and e are summa-
rized in Table 2.

In Table 2, the types of equilibrium under different
values of a and e are discussed in two cases of e> 0 and e< 0,
and Tables 3 and 4 show the periodic or chaotic motions for
unstable node (0< a< 2e) and stable node-focus
(0< a< − 2e), respectively. )e corresponding phase por-
traits and Poincaré sections are shown in Figures 5 and 6.
)e Lyapunov exponents spectrum (LES) add largest Lya-
punov exponent (LLE) for system (1) versus a are shown in
Figure 7.

2.4. Circuit Modeling and Simulation. In this section, the
analog circuit is designed in order to illustrate the cor-
rectness of system (1). And, according to Section 2.1, fixed
b� − 1, c� 1, e� 0, system (1) can be rewritten as

_x � y,

_y � − x − yz,

_z � x
2

+ y
2

+ a.

⎧⎪⎪⎨

⎪⎪⎩
(8)

)en, analog circuit is designed by using LM741 oper-
ational amplifiers, AD633 analog multipliers, resistors, and
capacitors, where the gain of multiplier AD633 is 0.1 and the

power voltage of operational amplifier LM741 is E � ±15V,
and its output saturated voltage is Vsat ≈ ±13.5V.
According to system (8), the chaotic circuit is designed, as
shown in Figure 8.

According to Figure 8 and Kirchhoff’s law, the following
circuit equation can be obtained:

dx

dt
�

1
R0C0

R

R1
y􏼠 􏼡,

dy

dt
�

1
R0C0

−
R

R2
x −

R

R3
yz􏼠 􏼡,

dz

dt
�

1
R0C0

R

R4
x
2

+
R

R5
y
2

+
R

R6
a􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Owing to the limitation of LM741 and AD633 working
voltages, the output voltages of the system are reduced to
1/10 of the original. Compress them according to 10: 1, and
let time constant τ � t/10R0C0, then equation (9) can be
expressed as
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Figure 4: Coexisting attractors of system (1) in c � 1 and e � 0 at various values of a: (a) chaotic attractor coexists with a torus in system (1)
with a� − 1 and b� 0; (b) chaotic attractor coexists with limit cycle in system (1) with a� − 6.17 and b� − 1; (c) two limit cycles coexist in
system (1) with a� − 4.5 and b� − 1; (d) three limit cycles coexist in system (1) with a� − 0.8 and b� − 1.

Table 2: Types of equilibrium for different values of parameters a

and e.

Parameters (e> 0) Type of equilibrium
0< 2e< a Unstable node
0< a< 2e Unstable node-focus
a � 0 Hopf bifurcation
2e≤ a< 0 Saddle-focus
a≤ − 2e< 0 Saddle-node
0≤ − 2e< a Stable node
0≤ a< − 2e Stable node-focus
a � 0 Hopf bifurcation
a≤ − 2e< 0 Saddle-node
2e< a< 0 Saddle-focus
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dx

dτ
� 10

R

R1
y􏼠 􏼡,

dy

dτ
� 10 −

R

R2
x −

R

10R3
yz􏼠 􏼡,

dz

dτ
� 10

R

10R4
x
2

+
R

10R5
y
2

+
R

R6
a􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

In Figure 8, R0C0 is the timescale transformation factor.
It is found that a better waveform can be observed by
adjusting R0C0 � 1 × 10− 4. At this time, R0 � 10 kΩ and
C0 � 10 nF. Let R � 10 kΩ, from systems (1) and (10), we can
get R1 � R2 � R6 � 100 kΩ and R3 � R4 � R5 � 10 kΩ. )e
circuit simulation experiment results are shown in Figure 9.

From Figure 9, under the different parameters a, the
rotationally symmetric chaotic attractor, symmetric limit
cycle, and symmetric pair of limit cycles can be observed.
)us, the circuit results are consistent with the numerical
results by Figure 1 and Table 1.

Table 3: Dynamics of system (1) for different parameter a with b � 9.5, c � 1, and e � 1 and initial values [0, 3.9, − 0.7].

Parameter Dynamics Lyapunov exponents Lyapunov dimension Phase portrait Poincaré map
a � 4.8 Periodic [0, –0.01, –0.01] 1 Figure 5(a) Figure 5(c)
a � 4.48 Chaotic [0.19, 0, –1.06] 2.18 Figure 5(b) Figure 5(d)

Table 4: Dynamics of system (1) for different parameter a with b � − 0.7, c � − 1, and e � − 1 and initial values [0, 0.9, 0].

Parameter Dynamics Lyapunov exponents Lyapunov dimension Phase portrait Poincaré map
a � 0.15 Periodic [0, –0.01, –0.01] 1 Figure 6(a) Figure 6(c)
a � 0.1 Chaotic [0.15, 0, –1.37] 2.11 Figure 6(b) Figure 6(d)
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Figure 5: Phase portraits and Poincaré section of system (1) in plane z � 0 for some special values of parameter a with constant parameters
b, c, and e. (a) Periodic orbit and projection in x-y plane, y-z plane, and z-x plane. (b) Chaotic attractor and projection in x-y plane, y-z plane,
and z-x plane. (c) Poincaré section in plane z� 0. (d) Poincaré section in plane z� 0.
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3. Infinity Dynamics

To research the global structure of system (1), we can reduce
dimensions of the system on a Poincaré ball by the theory of
Poincaré compactification in R3. So, the behavior of the
trajectories of system (1) near infinity can be obtained.
Hence, according to the theory of Poincaré Lyapunov
compactification [47], let Poincaré ball S3 � r � (r1, r2,􏼈

r3, r4) ∈ R4|‖r‖ � 1} be the unit sphere and S+ � r ∈ S3,􏼈

r4 > 0} and S− � r ∈ S3, r4 < 0􏼈 􏼉 be the northern and southern
hemisphere. )e tangent hyperplanes at the point
(±1, 0, 0, 0), (0, ±1, 0, 0), (0, 0, ±1, 0), and (0, 0, 0, ±1) are
denoted by the chart Ui and Vi for i � 1, 2, 3, 4, where Ui �

r ∈ S3, ri > 0􏼈 􏼉 and Vi � r ∈ S3, ri < 0􏼈 􏼉. We only consider
the chart Ui andVi in i � 1, 2, 3 for getting the dynamics at x,
y, and z infinity.
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Figure 7: Lyapunov exponents spectrum (LES) and largest Lyapunov exponent (LLE) of system (1) versus a. (a) Lyapunov exponents
spectrum (LES) and largest Lyapunov exponent (LLE) of system (1) versus a in b� 9.5, c� 1, and e� 1. (b) Lyapunov exponents spectrum
(LES) and largest Lyapunov exponent (LLE) of system (1) versus a in b� 0.7, c� 1, and e� 1.

−2 0 2
−2

0
2

−2

0

2

xy

z

−2 −1 0 1 2
−2
−1
0
1
2

x

y

−2 −1 0 1 2
−1

0

1

2

y

z

−1 −0.5 0 0.5 1 1.5
−2
−1
0
1
2

z

x

(a)

−5 0 5
−2

0
2

−2
0
2

xy

z

−5 0 5
−2
−1
0
1
2

x

y

−2 0 2
−1

0

1

2

y

z

−1 0 1 2
−4
−2
0
2
4

z

x

(b)

0 0.5 1 1.5 2
0

0.5

1

1.5

x

y

(c)

−4 −2 0 2 4
−1.5

−1

−0.5

0

0.5

1

1.5

x

y

(d)
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In charts U1 and V1,take the change of variables
(x, y, z) � (w− 1, uw− 1, vw− 1) and t � wτ, and system (1)
becomes

du

dτ
� − u

2
w − uv − w,

dv

dτ
� aw

2
+ cu

2
+ evw − uvw − b,

dw

dτ
� − uw

2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

If w � 0, system (11) reduces to

du

dτ
� − uv,

dv

dτ
� cu

2
− b.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

Clearly, we can see that system (12) has two equilibria
(±

���
b/c

√
, 0) when bc> 0, and no equilibrium when bc< 0.

Obviously, in b< 0 and c< 0, the linearized system of (12) has
two saddles (±

���
b/c

√
, 0), while the nonlinear system (12) has

a same structure as its linearized system. Whenb> 0, c> 0,
the linearized system of (12) has two centers (±

���
b/c

√
, 0),

and we have the following Proposition 1.

Proposition 1. When b> 0 and c> 0, the nonlinear system
(12) has two centers (±

���
b/c

√
, 0).

Proof. Denoting equilibrium (±
���
b/c

√
, 0) as (u0, 0), we first

give a linear transformation:

u � 􏽥u + u0,

v � 􏽥v,
(13)

and we have

d􏽥u

dτ
� − u0􏽥v − 􏽥u􏽥v,

d􏽥v

dτ
� 2cu0􏽥u + c􏽥u

2
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

Let

􏽥u � 􏽢u,

􏽥v �
��
2c

√
􏽢v,

(15)

we have

d􏽢u

dτ
� −

��
2c

√
u0􏽢v −

��
2c

√
􏽢u􏽢v,

d􏽢v

dτ
�

��
2c

√
u0􏽢u +

��
2c

√

2
􏽢u
2
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

Let

􏽢u � r cos θ,

􏽢v � r sin θ.
(17)

system (17) becomes

dr

dτ
� −

��
2c

√

2
r
2cos2θ sin θ,

dθ
dτ

�
��
2c

√
u0 −

��
2c

√

2
r cos3θ − 2 cos θ􏼐 􏼑.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(18)

Hence, we have

dr

dθ
�

− (
��
2c

√
/2)r

2cos2θ sin θ
��
2c

√
u0 − (

��
2c

√
/2)r cos3θ − 2 cos θ􏼐 􏼑

� R2(θ)r
2

+ R3(θ)r
3

+ R4(θ)r
4

+ · · · . (19)

where

R2(θ) � −
1
8u0

(sin 3θ + sin θ),

Rk+1(θ) �
Rk(θ)

8u0
(cos 3θ − 5 cos θ) �

R2(θ)

8u0( 􏼁
k− 1(cos 3θ − 5 cos θ)

k− 1
, k � 2, 3, . . . .

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(20)

Since r(θ) ≡ 0 for initial conditions θ � 0, r � 0, we
suppose that the solution of (19) for a sufficiently small c is

r(θ, c) � r1(θ)c + r2(θ)c
2

+ r3(θ)c
3

+ · · · . (21)

By the initial condition r(0, c) � c, we have
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r1(0) � 1,

rk(0) � 0, k � 2, 3, . . . .
(22)

Submitting (21) into system (19), we have

r1′(θ)c + r2′(θ)c
2

+ r3′(θ)c
3

+ · · · � R2(θ) r1(θ)c + r2(θ)c
2

+ r3(θ)c
3

+ · · ·􏼐 􏼑
2

+ R3(θ) r1(θ)c + r2(θ)c
2

+ r3(θ)c
3

+ · · ·􏼐 􏼑
3

+ · · · .

(23)

Equating coefficients c, it yields

r1′(θ) � 0,

r2′(θ) � R2(θ)r
2
1(θ),

r3′(θ) � R3(θ)r
3
1(θ) + 2R2(θ)r1(θ)r2(θ),

r4′(θ) � R4(θ)r
4
1(θ) + 3R3(θ)r

2
1(θ)r2(θ) + R2(θ) 2r1(θ)r3(θ) + r

2
2(θ)􏼐 􏼑,

· · ·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

Let

g2 �
1
2π

􏽚
2π

0
R2(θ)r

2
1(θ)dθ,

g3 �
1
2π

􏽚
2π

0
R3(θ)r

3
1(θ) + 2R2(θ)r1(θ)r2(θ)􏼐 􏼑dθ,

g4 �
1
2π

􏽚
2π

0
R4(θ)r

4
1(θ) + 3R3(θ)r

2
1(θ)r2(θ) + R2(θ) 2r1(θ)r3(θ) + r

2
2(θ)􏼐 􏼑􏼐 􏼑dθ,

· · ·

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(25)

Noting 1, cos θ, sin θ, cos 2θ, sin 2θ, . . .{ } is an ortho-
normal basis in a periodic interval [0, 2π], by the method of
successive function, we can get all gk � 0, k � 2, 3, 4, . . ..
Hence, the nonlinear system (12) has two centers
(±

���
b/c

√
, 0) when b> 0 and c> 0. □

Using Poincaré transformation [47], we can get the
global phase portraits of system (12) shown in Figure 10 and
the following Conclusion 1.

Conclusion 1. (1) When b> 0 and c> 0, at the positive or
negative endpoint of the v axis, it has two semihyperbolic
saddles. System (12) has many periodic solutions in the
left-half plane and right-half plane (see Figure 10(a)). (2)
When b< 0 and c< 0, system (12) has two saddles
(±

���
b/c

√
, 0) and six nodes (three stable nodes and three

unstable nodes) at infinity in Poincaré disc. Also, it has
eight separatrices which connected two saddles and six

nodes at infinity (see Figure 10(b)). (3) When b< 0 and
c> 0, system (12) has one stable node at the positive
endpoint of the v axis and one unstable node at the
negative endpoint of the v axis (see Figure 10(c)). (4)
When v and c< 0, system (12) has two semihyperbolic
saddles at the positive or negative endpoint of v axis and
four nodes (two stable nodes and two unstable nodes)
(see Figure 10(d)).

)e flow in the chart V1 is the same as the flow in the
chart U1 reversing the time. Hence, the phase portrait of
system (1) on the infinite sphere at the negative endpoint of
the x axis is shown in Figure 10, reversing the time
direction.

In the charts U2 and V2, next we study dynamics of
system (1) at infinity of the (HTML translation failed) axis.
Taking the transformation (x, y, z) � (uw− 1, w− 1, vw− 1)

and t � wτ, system (1) becomes

Complexity 9



du

dτ
� u

2
w + uv + w,

dv

dτ
� aw

2
− bu

2
+ evw + uvw + v

2
+ c,

dw

dτ
� uw

2
+ vw.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

If w � 0, system (26) reduces to

du

dτ
� uv,

dv

dτ
� − bu

2
+ v

2
+ c.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(27)

Clearly, we can see that system (27) has two centers
(±

���
c/b

√
, 0) when b> 0 and c> 0 and one stable node

(0, −
��
− c

√
), one unstable node (0,

��
− c

√
), and two saddles

(±
���
c/b

√
, 0) when b< 0 and c< 0. Also, it has one stable node

(0, −
��
− c

√
) and one unstable node (0,

��
− c

√
) when b> 0 and

c< 0 and no equilibrium when b< 0 and c> 0. )e corre-
sponding global phase portraits of system (27) are shown in
Figure 11.

)e flow in the chart V2 is the same as the flow in the
local chart U2. Hence, the phase portrait of system (1) on the
infinite sphere at the negative endpoint of the y axis is shown
in Figure 11, reversing the time direction. We can sum-
marize the global behaviors, as shown in 2.

Conclusion 2. (1) When b> 0 and c> 0, at the positive or
negative endpoint of v axis, it has two semihyperbolic
saddles. System (27) has many periodic solutions in the left-
half plane and right-half plane (see Figure 11(a)). (2) When
b< 0 and c< 0, system (27) has two saddles (±

���
c/b

√
, 0) and

two nodes (0, ±
��
− c

√
) (one is a stable node and the other one

is an unstable node) in Poincaré disc. Also, it has two other
nodes at the positive and negative endpoint of v axis.
Moreover, it has eight separatrices which connect two
saddles and four nodes (see Figure 11(b)). (3) When b< 0
and c> 0, system (27) has one stable node at the positive
endpoint of v axis and one unstable node at the negative
endpoint of v axis (see Figure 11(c)). (4) When b> 0 and
c< 0, system (27) has two semihyperbolic saddles at the
positive or negative endpoint of v axis and two nodes (one
stable node and one unstable node) (see Figure 11(d)).

In the chartsU3 andV3, finally we consider infinity at the
z axis. Let (x, y, z) � (uw− 1, vw− 1, w− 1) and t � wτ, system
(1) becomes

du

dτ
� − auw

2
+ bu

3
− cuv

2
− euw + vw,

dv

dτ
� − avw

2
+ bu

2
v − cv

3
− evw − uw − v,

dw

dτ
� − aw

3
+ bu

2
w − cv

2
w − ew

2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

(a) (b) (c)

(d)

Figure 10: Trajectories in the global phase portraits of system (12). (a) Trajectories in the global phase portraits of system (12) for b> 0 and
c> 0. (b) Trajectories in the global phase portraits of system (12) for b< 0 and c< 0. (c) Trajectories in the global phase portraits of system (12)
for b< 0 and c> 0. (d) Trajectories in the global phase portraits of system (12) for b> 0 and c< 0.
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If w � 0, system (28) reduces to
du

dτ
� bu

3
− cuv

2
,

dv

dτ
� bu

2
v − cv

3
− v.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(29)

Clearly, we can see that equation (29) has a saddle (0, 0)
when b < 0 and c > 0 and has one stable node (0, 0) and two
unstable nodes (0, ±

����
− 1/c

√
) when b< 0 and c< 0 and also

has one saddle (0, 0) and two unstable nodes (0, ±
����
− 1/c

√
)

when b> 0 and c< 0 and has one stable node (0, 0) when
b< 0 and c> 0. )e corresponding global phase portraits of
equation (29) are shown in Figure 12.

)e flow in the chart V3 is the same as the flow in the
local chart U3. Hence, the phase portrait of system (1) on the
infinite sphere at the negative endpoint of the z axis is shown
in Figure 12, reversing the time direction. As in the previous
analysis, we can get 3 as follows.

Conclusion 3. (1) When b> 0 and c> 0, it has a saddle at the
origin and four centers at infinity in Poincaré disc (see
Figure 12(a)). (2) When b< 0 and c< 0, system (29) has
one stable node (0, 0) and two unstable nodes
(0, ±

����
− 1/c

√
). Also, it has four semihyperbolic saddles at

infinity in Poincaré disc (see Figure 12(b)). (3) When b< 0
and c> 0, system (29) has one stable node at origin (see
Figure 12(c)). (4) When b> 0 and c< 0, system (29) has a
saddle at the origin and has unstable nodes (0, ±

����
− 1/c

√
)

(see Figure 12(d)).

4. Periodic Solution

From Table 2, we can see that system (1) shows Hopf bi-
furcation at the origin when a � 0 andHopf-zero bifurcation
(also called saddle-node Hopf bifurcation or fold Hopf bi-
furcation) when a � e � 0. )e Hopf-zero bifurcation can be
considered an approximation of Hopf bifurcation when
e⟶ 0. In this section, we study the Hopf-zero bifurcation
at the origin and the periodic orbit, which bifurcates in this
bifurcation. Additionally, the stability of this periodic so-
lution will be analyzed. In order to study the periodic so-
lution of system (1), we first introduce averaging theory
[48–50].

Lemma 1. Give the differential equation in the standard
form as follows:

x
.

� εF1(t, x) + ε2F2(t, x, ε), x(0) � x0, (30)

and x ∈ D, where D is an open subset of Rn, t≥ 0, ε ∈ (0, ε0].
Moreover, suppose F1(t, x) and F2(t, x, ε) are T periodic in t.
Consider the averaged differential equation in D.

y
.

� εf1(y), y(0) � y0, (31)

where f1(y) � (1/T) 􏽒
T

0 F1(t, y)dt. Assume that

(1) F1, its Jacobian zF1/zx, its Hessian z2F1/zx2, F2, and
its Jacobian zF2/zx are continuous and bounded by a
constant independent of ε in [0,∞] × D × (0, ε0) and
y ∈ D for t ∈ [0, 1/ε].

(a) (b) (c)

(d)

Figure 11: Trajectories in the global phase portraits of system (27). (a) Trajectories in the global phase portraits of system (27) for b> 0 and
c> 0. (b) Trajectories in the global phase portraits of system (27) for b< 0 and c< 0. (c) Trajectories in the global phase portraits of system
(27) for b< 0 and c> 0. (d) Trajectories in the global phase portraits of system (27) for b> 0 and c< 0.
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(2) F1 and F2 are T periodic in t (T independent of ε).
?en, the following statements hold:

(1) For t ∈ [0, 1/ε], we have x − y � O(ε) as ε⟶ 0.
(2) If p is an equilibrium point of the averaged equation

(31) and det(zf1/zy)|y�p≠ 0, then there exists a T
periodic solutionφ(t, ε) of equation (30) such that
φ(0, ε)⟶ p as ε⟶ 0.

(3) If the eigenvalues of the equilibrium point p have
negative real parts, the corresponding periodic orbit
φ(t, ε) is asymptotically stable for sufficiently small ε.
If one of the eigenvalues has positive real part, then
φ(t, ε) is unstable.

Theorem 1. System (1) has a Hopf-zero bifurcation at the
equilibrium point localized at origin of coordinates when
a � e � 0. For a> 0 sufficiently small, the following state-
ments hold:

(1) System (1) has two periodic solutions c± � x±(t, a),􏼈

y±(t, a), z±(t, a)} with period approximately 2π of the
form as follows:

x±(t, a) � O(a),

y±(t, a) � O(a),

z±(t, a) � −

��
a

√

2􏽥e
+ O(a).

(32)

?e periodic solution c+ has a 3D unstable manifold
(a generalized cylinder). Also, the periodic solution c−

has a 3D stable manifold (a generalized cylinder).
(2) If b> c, system (1) has a periodic solution

φ(x(t, a), y(t, a), z(t, a)) with period approximately
2π of the form as follows:

x
2
(t) + y

2
(t) �

a

b − c
+ O(a),

z(t) � O(a).

(33)

)e solution φ is a linearly stable periodic solution.

Proof. Writing equation (1) in cylindrical coordinates
(r, θ,ω) and let

x � r cos θ,

y � r sin θ,

z � w,

(34)

we get

_r � − rwsin2θ,

_θ � − 1 − w cos θ sin θ,

_w � a + cr
2sin2θ − br

2cos2θ + ew.

(35)

(a) (b) (c)

(d)

Figure 12: Trajectories in the global phase portraits of system (29). (a) Trajectories in the global phase portraits of system (29) for b> 0 and
c> 0. (b) Trajectories in the global phase portraits of system (29) for b< 0 and c< 0. (c) Trajectories in the global phase portraits of system
(28) for b< 0 and c> 0. (d) Trajectories in the global phase portraits of system (29) for b> 0 and c< 0.
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Doing the rescaling of the variables through the changes
of coordinates

r �
��
a

√
R,

w �
��
a

√
W,

e �
��
a

√
􏽥e,

(36)

we have

_R � −
��
a

√
RWsin2θ,

_θ � − 1 −
��
a

√
W cos θ sin θ,

_W �
��
a

√
1 + cR

2sin2θ − bR
2cos2θ + 􏽥eW􏼐 􏼑.

(37)

Equation (37) can be written as

dR

dθ
�

��
a

√
RWsin2θ + O(a),

dW

dθ
�

��
a

√
bR

2cos2θ − 1 − cR
2sin2θ − 􏽥eW􏼐 􏼑 + O(a).

(38)

Using the notation of the averaging theory described in
Lemma 1, we have

t � θ,

T � 2π,

ε �
��
a

√
,

x �
R

W
􏼠 􏼡,

F1(t, x) � F1(θ, R, W) �
F11(θ, R, W)

F12(θ, R, W)
􏼠 􏼡,

ε2F2(t, x) � O(a),

(39)

where

F11(θ, R, W) � RWsin2θ,

F12(θ, R, W) � bR
2cos2θ − 1 − cR

2sin2θ − 􏽥eW.
(40)

We can immediately check that equation (38) satisfies
the assumptions of Lemma 1, compute the averaged dif-
ferential equation (30) with y � (R, W), and denote

f1(y) � f1(R, W) �
f11(R, W)

f12(R, W)
􏼠 􏼡, (41)

where

f11(R, W) �
1
2

RW,

f12(R, W) �
1
2

bR
2

− cR
2

− 2􏽥eW − 2􏼐 􏼑.

(42)

Since f11 ≡ 0, we have the real solutions
(R, W) � (0, − (1/2􏽥e)) and (R, W) � (1/

����
b − c

√
, 0) for b> c.

)e determinant of Jacobian is

det
zf1

zy
􏼠 􏼡

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌y�(R,W)

� det

1
2

W
1
2

R

(b − c)R − 􏽥e

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌y�(R,W)

� − 􏽥eW −
b − c

2
R
2

�

1
2
, (R, W) � 0, −

1
2􏽥e

􏼒 􏼓,

−
1
2
, (R, W) �

1
����
b − c

√ , 0􏼠 􏼡,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

≠ 0. (43)

By Lemma 1, for any a> 0 sufficiently small, system (37)
has a periodic solution x(t, ε) � (R(θ,

��
a

√
), W(θ,

��
a

√
)) such

that (R(0,
��
a

√
), W(0,

��
a

√
)) tends to (0, − (1/2􏽥e)) or

(1/
����
b − c

√
, 0) for b> c when a tends to 0. )e eigenvalues of

the Jacobian matrix at the solution (0, − (1/2􏽥e)) are − (1/4􏽥e),
− 􏽥e. So, the periodic orbit has three stable manifolds when
e> 0 or three unstable manifolds when e< 0.)e eigenvalues
of the Jacobian matrix at the solution (1/

����
b − c

√
, 0) are

− (􏽥e/2)±
�����
􏽥e2 + 2

√
/2. )is shows that the periodic orbit has a

3D stable manifold (a generalized cylinder) and two 2D
invariant manifolds (one stable and one unstable, both being
cylinders) or a 3D unstable manifold (a generalized cylinder)

and two 2D invariant manifolds (one stable and one un-
stable, both being cylinders).

For a> 0 and sufficiently small, going back to the dif-
ferential system (35), we can get two periodic solutions with
period approximately 2π of the form as follows:

r(θ) � O(a),

w(θ) � −

��
a

√

2􏽥e
+ O(a).

(44)

)ese two periodic solutions of equation (1) become
periodic solutions of period close to 2π of the form as follows:
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x(t) � O(a),

y(t) � O(a),

z(t) � −

��
a

√

2􏽥e
+ O(a).

(45)

)ese periodic orbits tend to the origin of coordinate
when a tends to zero. )erefore, they are small-amplitude
periodic solutions starting at the Hopf-zero equilibrium
point.

For a> 0 sufficiently small and b> c, going back to the
differential system (35), we can get two periodic solutions
with period approximately 2π of the form as follows:

r(θ) �

����
a

b − c

􏽲

+ O(a),

w(θ) � O(a).

(46)

)is periodic solution of equation (1) becomes periodic
solutions with period close to 2π of the form as follows:

x
2
(t) + y

2
(t) �

a

b − c
+ O(a),

z(t) � O(a).

(47)

)is periodic orbit tends to the origin of coordinate
when a tends to zero. )erefore, it is a small-amplitude
periodic solution starting at the Hopf-zero equilibrium
point. It completes the proof of )eorem 1. □

5. Conclusion

In this paper, the studied system’s chaotic dynamics with no
equilibria, with an unstable node, and stable node-focus
were provided. Various coexisting attractors were investi-
gated by analytical-numerical methods, and a circuit was
carried out, a good similarity between the circuit experi-
mental results and the theoretical analysis was achieved.
Furthermore, the infinity dynamics of the system were
analyzed using Poincaré–Lyapunov compactification to
research the global structure of system. A periodic solution
which bifurcates from Hope-zero bifurcation was analyzed
by the averaging theory. Indeed, the inner global dynamics
and the geometrical structure of this system have been
presented entirely. Furthermore, the system was time-re-
versible with the LEs that were symmetric around zero for
some particular parameters. )e relations of the time-re-
versible system and conservative system and the generation
mechanism of chaotic dynamics are studied in future works.
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of an extended Lü system with coexisting attractors,” Chaos,
Solitons & Fractals, vol. 114, pp. 230–245, 2018.

[13] E. Tlelo-Cuautle, J. D. Dı́az-Muñoz, A. M. González-Zapata
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