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In this study, the focus was on the development of management models and future prediction for the cost and risk by using an improved deep learning (DL) algorithm. Management model can be defined as the management activities that are interlinked and organized inside organization of institutions. Different opportunities and different organizations are offered by different management models. Proper management models lead to strategies and decisions help to success organization. Deep neural network (DNN) is proposed to make good prediction for organization for increasing the cost and reduce risk in companies and institutions. The error of prediction is updated according to variable hidden layers and nodes within iteration. Improved DNN is used and modify weights that have an effect on the features extracted in advance to increase the accuracy and precisions are used. The proposed method is based on dynamic hidden layers with backpropagation and feedforward. Absolute mean relative error (AMRE) and variance ($R^2$) are used for evaluation in term of accuracy. The training system is used with three available datasets from big company, health issue, and industry. Gained result proves the worth of the proposed system and is suitable for predicting complex data and reducing the risk as possible.

1. Introduction

Management model can be defined as the choices by top executives’ company in terms of defining motivate effort, allocating resources, defining objectives, and coordinating activities. Another side of management is how to identify the management work. There are four key steps for management model which are rational goal, internal process, open system, and human relation [1].

Management models consist of several concepts, and the main concept is successful decision-making based on successful criteria dependent on conclusions according to expected results. First idea of the management model comes from more than hundred years ago, where people established administrative groupings by organizing specific groups in the form of small groups [2]. Then, the consulting firms developed management models that differ from one to another and then promoted them. In this study, we start with brief excursion of history and then pay attention to explore some management models. There are four management models which describe the time importantly, as well as the description of the digital area such equal importance. The four interested models of management are illustrated in Figure 1. These models do not intersect with each other, but work as a complement to each other.

In practice, the previously used management models are considered successful to some extent but need to be developed to be acceptable today. This actually is not always an appropriate thing [3].

2. Management Classical Style Approach

There are two classical style approaches:

(1) Scientific management
(2) Administrative management

Scientific management: this application uses scientific method for increasing individual productivity of the workers. Typically, manager or leader decides to use this type of management according to the previous experience of people managing. This type has advantages in addition to limitations, depending strongly on the experience and learning from past training [4].
Administrative management considers principles of management for effective structure in addition to management of the organization (organizing, coordinating, planning, commending, and controlling). They are the main principles that are used to manage and structure the organization. This determines the low level of management and controls the skills.

3. Human Relation Approach of Management

According to managerial belief practice, productivity and morale which are strongly considered properly working to enhance the environment of worker capability. This style of management is easily recognizable because it relies on psychology, sociology, and individual understanding of real behavior, as well as group behavior. Therefore, education in such a group fits here as well as is well suited to co-administration. In the human relations approach, management often does not know that it is subordinate to human relations, but it is not [5].

4. System Approach to Management

It is expensive and complicated at the same time, and it satisfies the combination of human relation approach and classical approach [6].

Philosophy of system approach are

(i) Whole is better than the sum of parts (in the context of leading people/managing that pull of human relation and classical approach)
(ii) Related the sub and part system with each other in addition to whole
(iii) Close relation between environment and organization should be emphasised
(iv) Predicted pattern must be examined in terms of effectiveness

5. Contingency Approach to Management

Internal and external environments are considered in this approach. Its aim is to manage far from traditional theory such as x and y, and its focus is on the fact when deciding or determining of practical management has to consider task nature and person nature [7].

Philosophy of this approach are

(i) Emphasis on there is no best way for managing people
(ii) Different situations need different managing approaches and methods
(iii) Before deciding the action, we need to focus on knowledge and theory organization

6. Strategies of Management Model

There are four essential strategies designed to be a set: setting objective (planning), coordinate activities, motivation, and decision-making. The activities of four groups must be executed in different ways for different organizations. In the objective case, we create boundaries according to short-time goals for long-term objective. In the motivation case, we define extrinsic motivation on one side and intrinsic motivation on another side. The management process that takes place in a formal and administrative form takes some time, and it is wise to take it into consideration, as shown in Figure 2.

Planning model works with short time strategy objective, extrinsic motivation, and strict decision-making strategy. When quest model defines the objective clearly, the management model takes the responsibility of making decision. In intrinsic, the employee can be decided and clearly defined, as well as objective and motivation can be decided [8].

For the discovery model, managerial process, motivation, decision-making, and objective are loose. The planning model is to mature operating the business for stable environment. The quest model is useful when establishing company in market competitive. The scientific model is considered for knowledge innovative organization. The discovery model is recommended in start with highly changing environment.

The management model can be use DL technique to make both prediction and designing. Management that makes decisions include a 70% chance of risk due to prediction as in project management [9]. DNN is used in this study as one of the DL techniques. Neural network consists of three main parts [10], which are input layer, hidden layer, and output layer; DNN is used here to predict the decision, as shown in Figure 3.

This manuscript is organized as follows: first the introduction, which gives a preliminary idea, and then a special section on previous studies related to the research, in addition to a section related to deep learning and its techniques, then the proposed method of work, and finally results and conclusions.

7. Related Work

In this section, literature review will be discussed in terms of the management model and evaluation of the management model. The management model is organizational ideology and paradigm. It is the way how the manager will manage the organization [11]. The management models create the advantage: when designed properly, a poor selection of the management model will limit the organization [12]. The organization limits in the operational and business model in terms of management [13]. The new management model was developed by defining six areas of activities which are technical financial, commerce, accountancy, security, and administrative [1, 14]. Different approaches are adopted by [15] on the management model in the army field that creates a concept of rational bureaucracy and focuses on the behavior of the leader according to rules of calculable. Decision analysis is used to predict the management model by using limits’ condition in the water resources’ model to understand the management of resources [16].
DL is used in dynamic management of the detection model and establishes the policies in making decision, and time measurement is considered within the 5G model [17]. Many applications used DL in management especially in health management which is a critical approach that has an effect on design prediction in real time [18]. Reducing risk management in decision for pattern recognition using DL in [19] such system is used to improve the operation and solve congestion as well. Intelligent application used DL for the management model by processing services in Internet of Things (IoT) and edge computing as well [20, 21].

7.1. Application of DNN in Management Model. There are many different families of DNN at present used in the management model as a whole. This variety actually makes the evaluation very difficult; according to the standard reported scheme, we cannot list many of them but will present the most important one that is used in the management model. We try to cover these scopes that relate DL with the management model such as marketing, manufacturing, finance, and strategic management.

7.1.1. In Field of Marketing. DNN can be used and applied to many decisions of marketing, marketing before using statistical analysis to solve problem in prediction, typical issue of market segmentation or market dominantly modeling, classification of the pattern, identification of characteristics, target marketing, and sale forecasting. DNN approach when compared with the traditional method includes classification task and market response estimation. The problem with marketing is the lack of individual data of application. In this type, sales area needs good prediction of using DNN [22].

7.1.2. In Field of Finance. Many modeling and forecasting issues are frequently handled by DNN; the idea of using computer algorithm is to reduce the risk and increase probability of growth of money when dealing in different fields. Advantage of this type is to solve any nonlinear function and complexity of time series by NN that proved its worth in this model. Prediction of further data and pattern recognition: it is suitable to fit with complex calculation, and problem needs guaranty of the number of processing samples [23].

7.1.3. In the Field of Manufacturing. Prediction cost and time date scheduling are the main things needed to recover by DNN in addition to quality control and optimization. Forecasting data are required to ensure the quality of the product. Mange path of the product also needs good prediction in terms of cost and time consumption [24].

7.1.4. In Field of Strategic Managements. Main issues here are empirical research and strategy of planning performance, making decision controlled by Role to achieve better strategy under certain conditions. [25]. DNN is an efficient tool for clarifying and determining the relation between performance and planning of strategy, as well as making decision.

In this regard, we can notice that DNN approaches are different from other traditional methods and can achieve, by them, better results in many developer applications. Many reasons make it easy to use DNN, such as in case of data multivariate, when data are noisy or incomplete, and when data need high computational complexity.

7.2. Why Deep Neural Network. Many advantages allow us to choose DNN, and there are many reasons which are listed as follows:

(i) DNN models provide high accuracy with the result when comparing with other methods such as regression

(ii) Because deep learning is considered part of machine learning, so in the case of supervised learning, it is done by extracting features, but in the case of unsupervised learning, the system works to direct the important features and according to priority.

(iii) Easy to assess the accuracy and significance by using mean square error (MSE) and R2

(iv) DNN finds it easy to handle the nonparametric method without prior knowledge for distribution and I/O mapping function

(v) Flexibility when dealing with noisy, missing, or incomplete data

(vi) Easy to update according to the changing environment to be dynamic and suitable

7.3. Deep Learning. With the development in data science and modern technology such as big data and high-performance computers, an opportunity for machine learning to understand data and behavior of it through complex systems is provided. Machine learning gives the machine ability to learn in different algorithms without strict orders from certain program or limited instruction [26].

DL can be defined as a technique of machine learning to learn useful features directly from given different media or...
problems. Many layers are exploited by DL for nonlinear data processing of unsupervised or supervised feature extraction for classification and pattern recognition [27]. DL motivation is greatly reduced by artificial intelligence (AI) area, which simulates the ability of the human brain in terms of analyzing, making decision, and learning. Deep learning goal is to emulate approach of hierarchical learning of extracting features by the human brain directly from unsupervised data.

The core of deep learning is the hierarchically computed features and representation of information, such as defining of the features starting from the low level to high level. With huge data from the complex management model, the standard techniques’ traditional method does not work well when running directly due to the ignoring nature of data behavior. In deep learning, features are extracted automatically from given management models. The characteristics of this method of features considered one of the learning in the system [28, 29].

Features as inputs are considered important for successful prediction, and features extracted such financial properties and estimated cost are used in the management model [30]. For this reason, we can use deep learning by its feature extraction to solve limitation in such systems.

The term of DNN in the management model is the understanding of information behavior and draws the strategy, as shown in Figure 4.

Features in deep learning will be generated automatically to simulate the appropriate results [28]. Different hidden layers participate in decision-making by using the feedback from one layer to the previous one or the resulting layer will be fed into the first layer [31]. DL enables computers to be able to perform complex calculations by relying on simpler calculations to optimize computer efficiency. It is difficult for a computer to understand complex data such as collection data from literature or a series of data of a complex nature, so we use deep learning algorithms instead of usual learning methods [32].

Deep learning is considered in this study based on features’ extraction and hidden layers of neural network to predict the results. Prediction part is the most important part here.

7.4. Proposed Method. One of the most important features of DNN is the learning process, which is of two types: training and testing mode. Deep learning cannot function without input such as the features that is previously extracted. Contributions in previous studies differ on the quality of the features, which determines the accuracy of the results. Most of the existing studies contribute in this issue, and to improve the method, more useful features and maybe with their weights need to be investigated through.

DNN structure in this research includes features extracted with their weights. Features collected in the vector are the same as weights in the input layer while real learning will be in hidden layers, as shown in Figure 5.

Weight vector \( W \) is the intermediate vector that controls the main vector of features called \( U \) which is updated through the manipulated system.

The output layer results will predict the cases in the management model. Many features are extracted from the management model such as time, number of employees, expert of manager duration, structure of institution or company, and economy increases for this year and the previous one. NN is suitable for prediction; then, most of the results make prediction for certain problem, estimation result can have an effect under certain condition and limitation, and these limitations are considered as weight to the system. Forward propagation process aims to divide the inputs into \( n \) vectors of input, and \( w \) denotes the weight coefficient and \( b \) is known as the bias vector. Vector \( x \) denotes the nonlinear operation performance. Function is expressed as

\[
z_i = \sum_{i} w_{in} \cdot x_n + b_i,
\]

where \( z_i \) is the output of \( i \)th layers. The general system using DNN in model management is shown in Figure 6 which illustrates the sequence of the processes in any management model. Any system based on neural network results as prediction and it is limited by the features.

Collection of features is inputted to the system, each with their weights. The proposed method depends mainly on the weight in determining the priority of the features extracted in the process of unsupervised learning, so it is necessary to pay attention to the weight of each feature in the proposed system and effective of each one. \( F(u) \) is the function that is responsible for establishing the hidden layer according to the features.

Weights affect the accuracy of system through hidden layers during process. In management, real time is taken as input for some application models, but in normal management, all features are taken in consideration. While running the system, many round processes will be generated as additional hidden layers and many iterations have an effect until they gain appropriate results in terms of accuracy of prediction. Structure of management is necessary for prediction of the results, and any company or project will have priorities in terms of staff hierarchy, as shown in Figure 7.

7.5. Experimental Results. In this study, DNN of the management model is presented in addition to analyses of the strategies of company and institutes. The number of hidden
layers for DNN is used to set the node for each one. Feedforward and backpropagation are performed for neural network. The neural network trains with two main inputs, year and actual consumption, and sets the learning rate with momentum coefficient 0.8 for the process of learning. For good fits, 80,000 iterations are used until satisfying results are obtained. Two main validation parameters are absolute mean relative error (AMRE) and variance ($R^2$):

$$\text{AMRE} = \frac{1}{n} \sum_{i=1}^{n} \frac{100|a_i - y_i|}{a_i},$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (a_i - y_i)^2}{\sum_{i=1}^{n} (y_i)^2},$$

(2)

where $a_i$ is the actual value, $y_i$ is the output value, and $n$ is the data value number. Fitting function performance changed with the number of iterations; the system in the training mode reaches more than usual to get accurate results, as shown in Figure 8.

Six samples of management models have an effect on the fitness function and behave perfectly within the same conditions. The testing mode evaluates the system for these six models. Many evaluation criteria are used to evaluate the system of management models based on DNN, but in the proposed system, three main evaluation tools are used. Fitness function behaves in testing mode shows in Figure 9.

Another two evaluation methods are used with real and standard dataset. Data are obtained from the previous study from different institutes. Propose system based on training and testing modes; testing occurs on real data but should train the system with known results data first so that better results can be achieved. Any system using DNN must label the data from literature studies. AMRE and $R^2$ are also used for evaluation in different scopes, as shown in Table 1.
Figure 5: Features in DNN of the proposed system.

\[
u_i = \sum_{j=1}^{N} w_{ij} x_j + b_i
\]

\[
O = f(u_i)
\]

Figure 6: General processes within the DNN support management model.
Figure 7: Data flow within the management model in DNN.

Figure 8: Fitness behavior function during number of iterations in the training mode.

Figure 9: Fitness function in the testing mode.
Good results and high accuracy reflect the worth of the system, and the proposed system achieved acceptable results and can be used for testing other management models.

8. Conclusion

The management model is responsible for putting the strategy for organization. Within new technology, modern applications can be used to apply in the management model. DNN is used to satisfy the management models within updated hidden layers that are based on feedforwarding and backpropagation. Features extracted in advance are taken from informative data of staff employee and manager. Weights derived from the same features and the natural work in management are used in DNN to fulfill the complex calculation of feature function. AMRE and $R^2$ are used in the proposed system to evaluate DNN in the management model in addition to the accuracy of the system. The achieved result was encouraging and recommends the proposed method to be applied in another management project which needs to be predicted based on prior knowledge. For future work, increasing the number of features to extract and using big dataset for prediction are suggested.
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