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In this work, we investigated a covert communication method in wireless networks, which is realized by multiantenna full-duplex
single relay. In the first stage, the source node sends covert messages to the relay, and the relay uses a single antenna to send
interference signals to the adversary node to protect the covert information being transmitted. In the second stage, the relay
decodes and forwards the covert information received in the first stage; at the same time, the relay uses zero-forcing beamforming
to send interference signals to the warden to ensure covert transmission.+e detection error rate, transmission outage probability,
maximum effective covert rate, and other performance indicators are derived in two stages, and the total performance of the
system is derived and analyzed.+en, the performance indicators are verified and analyzed by simulation. Our analysis shows that
the maximum effective covert rate of using the characteristics of multiantenna to interfere with Willie in the second stage is taken
as the total covert performance of the system, and the transmission interruption probability is significantly less than that of the first
stage, so the corresponding maximum effective concealment efficiency will be greater.

1. Introduction

1.1. Background. Networks are ubiquitous in nature and
human society. Modern communication has been highly
concerned by academic and industrial circles, resulting in
many emerging sciences, such as the internet of things [1],
complex networks [2–5], cognitive networks [6, 7], virtual
reality, and augmented reality technology. Due to the
broadcast characteristics of wireless channels, whether users
are legal or not, researchers pay more and more attention to
the security and privacy of information transmission. Taking
full advantage of the uncertainty and unpredictability of
wireless channels, physical layer security technology [8, 9]
has become a mature technology, which has been applied to
achieve secure transmission, focusing on information theory
technology [10, 11]. However, in many communication
cases, not only the privacy and integrity of information need
to be considered, but also the security of communication
behavior needs to be protected, such as the existence of

hidden communication [12]. In this context, covert com-
munication [13, 14] emerged as a new security technology.

In 2013, B. A. Bash proved the reliable communication
with low detection probability under additive white
Gaussian noise (AWGN) channel theoretically for the first
time [15] and proposed the square root rule of covert
communication under AWGN channel. +en, the basic
research of covert communication has attracted the interest
of relevant scholars and has been studied in AWGN
channels [16], discrete memoryless channels (DMC)
[17, 18], and binary symmetric channel (BSC) [19]. At the
same time, the basic limitations of covert communication
under different channel conditions have been explored [20].
With the deepening of theoretical research, the concept of
covert communication has gradually formed and developed.
So far, researchers represent by Dr. B. A. Bash and Dr.
Shihao Yan team of Macquarie University in Australia have
made contributions to the basic theoretical research and
performance analysis of covert communication technology;
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covert communication technology has attracted more and
more researchers’ attention, and its related research has
gradually developed and enriched [21–23].

1.2. Previous Works and Motivations. Recently, more and
more scenes and technologies about covert communication
have been studied. In this paper, we focus on full duplex
(FD), relay, and multiantenna covert technology.

Reference [24] explores the possibility and condition of
covert communication in quasi-static wireless fading
channel by using an FD receiver to transmit artificial noise
(AN) to enhance covert performance. Reference [25] not
only studies the influence of channel estimation inaccuracy
and randomness on covert wireless transmission perfor-
mance but also explores the effect of FD relay on covert
performance. Furthermore, in ad hoc networks, the internet
of things, and other random wireless networks, reference
[26] also uses FD technology to effectively enhance the
covert of communication.

Reference [25] also studies the influence of channel un-
certainty of detecting attackers on covert wireless transmission
performance in two-hop relay communication system. Ref-
erence [27] studies the covert and transmission reliability of
covert wireless transmission schemes with the assistance of a
single relay and shows that cooperative relay can enhance the
performance of covert wireless transmission. In [28], a covert
wireless transmission scheme is designed with the assistance of
a wireless energy acquisition relay, and the expression of
minimum error detection probability is derived. In [29], the
problem of the covert wireless transmission assisted by the
untrusted relay is studied. References [30, 31] study the covert
wireless communication scheme with multihop relay trans-
mission. In particular, reference [31] considers the problem of
multihop covert relay transmission in unmanned aerial vehicle
communication. Most of these researches focus on reducing
transmission power by relay transmission to enhance covert-
ness or improving the communication performance of legal
links by using cooperative diversity gain. However, the
probability of signal exposure caused by relay transmission
increases, and the performance degradation is not clear.

From [32], an active eavesdropping scheme assisted by
the covert pilot attack is designed for wireless monitoring
scenarios, and covert wireless communication is realized by
using the uncertainty of the detection channel. +e com-
munication process is divided into the channel estimation
stage and the data transmission stage. +rough the use of a
malicious detection node (source node) equipped with
multiple antennas to realize hidden pilot attacks on channel
status information in the channel estimation stage, the in-
formation beam of the communication process is forced to
point to the wireless monitoring node in the data trans-
mission stage, and the probability of wireless monitoring
success is improved. Reference [33] considers centralized
and distributed antenna systems and discusses the coverage
and reliability of transmission. In addition, the covert
communication model of multiantenna detector is also
studied in reference [34], and the influence of the increase of
the number of detectors’ antennas on the covert

performance is discussed. In recent years, researchers
consider using multiantenna jammers to improve the per-
formance of covert communication systems [35]. In [36], the
enhancement effect of multiantenna AN nodes on covert
performance is studied, and it is pointed out that directional
beamforming is the optimal AN strategy. In [14], an FD
multiantenna receiver is used to achieve covert communi-
cation based on the uncertainty of interference power. +e
receiver first selects the best antenna to receive the covert
information and then randomly selects one of the remaining
antennas to generate AN, resulting in the uncertainty of the
detector so as to achieve covert communication.

In the present work, the FD, multiantenna and cooperative
transmission method under covert communication needs to be
further studied. On the one hand, the existing research of covert
communication often focuses on the covert transmission of its
own important information based on the relay forwarding the
source’s message and seldom considers that the information
sent by the source are covert messages at the beginning, so the
established scene has certain limitations. On the other hand, the
reliability of relay nodes in covert wireless communications or
covert wireless networks in the presence of eavesdropping is
rarely involved.How to combinemultiantenna, FD, cooperative
technology, and covert communication is worthy of further
study. Based on this, the research point of covert communi-
cation in multiantenna FD relay system is proposed.

1.3. Our Approach and Contributions. +e main contribu-
tions of this paper are summarized as follows:

(i) We prove that the use of multiantenna FD relay is
an effective way to achieve covert wireless com-
munication in fading wireless channels. Multi-
antenna FD relay uses the advantages of
multiantenna to design different antenna selection
schemes in two stages to transmit signals with
different power to cause Willie’s confusion.

(ii) Based on the assumption of the Willie radiometer,
we analytically derive Willie’s optimal detection
thresholds for the two stages of the system. When
we define the optimal decision rules for the mini-
mum detection error rate, the predetermined
thresholds of the two stages are consistent, and the
optimal detection performance is obtained with the
minimum detection error probability.

(iii) For the given covert constraints, we give the design
criteria of the optimal interference power of the first
stage relay and the optimal transmission power of
the second stage relay to forward the covert mes-
sages so as to maximize the optimal effective covert
rate of the system.

(iv) Our analysis shows that for the same parameters,
the transmission outage probabilities of the first
stage, the second stage, and the total results have the
same trend. Since the total maximum effective
covert rate is smaller of the two stages, the total
maximum effective covert rate has the same con-
clusion as that of the first stage.
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1.4. Organization. +e rest of this paper is organized as
follows. +e system model is introduced in Section 2. Sec-
tions 3 and 4, respectively, introduce the two stages of the
system. +e first stage is that the source node sends covert
messages to the relay, and the second stage is that the relay
forwards covert messages to the destination node. +e de-
tection and covert performance of the system are deduced
and analyzed in the two stages. In Section 5, the total
performance of the system is studied. Section 6 provides the
theoretical analyses are verified by numerical results. Finally,
Section 7 describes some concluding remarks. A list of the
fundamental variables is provided in Table 1.

2. System Model

As shown in Figure 1, we consider a covert wireless com-
munication model in a single relay multiantenna network,
which includes a transmitter (Alice), a relay (Relay), a re-
ceiver (Bob), and an adversary (Willie). Among them, Relay
is equipped with NR antennas, and other nodes are equipped
with a single antenna. Since there is no direct communi-
cation link between Alice and Bob, it is necessary to help
Alice send covert messages to Bob through Relay, while
Willie tries to detect such covert transmissions, and each role
knows each other’s existence and location. Information
transmission is divided into two stages. In the first stage,
Alice sends covert messages to Relay, and Relay sends ar-
tificial noise (AN) signals to Willie while receiving the
messages. In order to improve the effective covert rate as
much as possible, Relay selects the best antenna between it
and Alice for receiving, one of the remaining NR − 1 an-
tennas was selected at random to send AN to Willie. In the
second stage, Relay selects an optimal antenna to forward
Alice’s signal to Bob by decode-and-forward and uses the
remaining NR − 1 antennas to transmit AN signal to Willie
by using zero-forcing beamforming (ZFB).

Assuming that the transmission of the first stage is
completed before the transmission of the second stage, it is
necessary to ensure that neither stage can be detected by
Willie in order to realize the covert transmission from Alice
to Bob. Since Willie needs to detect whether Alice and Relay
send covert messages in the first and second stages, re-
spectively, considering the worse case, it is assumed that
Willie knows hAW and hRW and that Relay knows hAR, and
since Relay knowsWillie’s existence, it is assumed that Relay
also knows hRW [1]. +e wireless channels are subject to
independent quasi-static Rayleigh fading; the channels
change independently between time slots and remain un-
changed within the same communication time slot.

3. The First Stage: Alice Transmits Covert
Messages to Relay

3.1. RelayReceivesCovertMessages. +e instantaneous signal-
to-interference-plus-noise ratio (SINR) at Relay is given by

cRelay �
PAmax1≤i≤NR

hARi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓

φPRj
hRjRj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ σ2R
. (1)

Relay selects the best i-th antenna to receive the signal
according to the channel conditions between Alice and
Relay, and its channel coefficient is expressed as hARi

, where
i � 1, 2, . . . , n, PA is the power of Alice sending covert
messages, PRj

is the power of AN sent by Relay, PRjRj
is the

channel coefficient of Relay itself, and j is the j-th antenna
randomly selected by Relay in NR − 1 antennas. Since Relay
itself knows AN signal, the residual noise can be recon-
structed and eliminated through self-interference elimina-
tion. ϕ is used to represent the self-interference elimination
coefficient. ϕ � 0 is the ideal situation, while 0≤ϕ≤ 1 refers
to different self-interference elimination levels [37]. σ2R is the
channel variance of Relay. +e maximum power of Relay is
Pmax

R . Assuming that the power is evenly distributed among
the antennas of Relay, let Pmax

Rj
� Pmax

R /NR. We assume that
PA is fixed [38], and both Relay and Willie know it. +e PRj

changes from slot to slot, following a continuous uniform
distribution over the interval [0, Pmax

Rj
], having a probability

density function (P DF) given by

fPRj
(x) �

1
P
max
Rj

, 0≤x≤P
max
Rj

,

0, otherwise.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(2)

Reasons for setting PRj
to change between slots: the

purpose of Relay to send AN power is to make the power
received by Willie uncertain. Willie knows hAW in a time
slot. If the AN power is constant, Willie can directly detect
the covert transmission when Alice sends fixed covert
messages, so the PRj

is not fixed.
In the first stage, when Alice sends covert messages, the

signal received by Relay is as follows:

YRelay[i] �
���
PA

􏽰
max hARi

􏼐 􏼑xA[i]

+
����
φPRj

􏽱
hRjRj

VR[i] + nR[i],
(3)

where xA[i] represents the signals transmitted by Alice,
satisfying E[xA[i]x†

A[i]] � 1, i � 1, 2, . . . , n represents the
symbol index, n is the total number of channels used in each
slot, and nR[i] is the complex additive white Gaussian noise
(AWGN) at Relay with σ2R as its variance, that is,
nR[i] ∼ CN(0, σ2R).

3.2.DetectionMetrics atWillie. In the first stage, the SINR at
Willie, in case Alice transmits, is given by

cWillie1 �
PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

PRj
hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ σ2W
, (4)

where hAW is the channel coefficient between Alice and
Willie, hRjW represents the channel coefficient between the
j-th antenna that Relay randomly selects to send interfer-
ence and Willie, σ2W is the noise variance of Willie. In a
communication time slot, Willie has to decide whether Alice
has transmitted covert messages to Relay in the first stage.
+erefore, Willie is faced with a binary hypothesis testing
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problem, where the null hypothesis H0 means that Alice has
not sent covert messages, and the alternative hypothesis H1
means that Alice has sent covert messages to Relay.

+e signal received by Willie in the first stage can be
expressed as follows:

ywillie[i] �

���
PRj

􏽱
hRjWvR[i] + nW[i], H0,

���
PA

􏽰
hAWxA[i] +

���
PRj

􏽱
hRjWvR[i] + nW[i], H1,

⎧⎪⎪⎨

⎪⎪⎩

(5)

where nW[k] is the AWGN atWillie with σ2W as its variance,
that is, nW[k] ∼ CN(0, σ2W). Willie does not know the value
of PRj

in the time slot, but the value of PA is fixed and
known. In the first stage, Willie attempts to detect whether
ywillie is H0 or H1. +rough the application of Ney-
man–Perason criterion [39] and likelihood ratio test, the
optimal decision rule for Willie to minimize his detection
error is as follows:

TW
>
D1

<
D0

τ, (6)

where TW � 1/n 􏽐
n
i�1 yWillie1[i] is the average power received

at Willie in the slot and τ is a predefined Willie’s detection
threshold. D0 and D1 are binary decisions that infer whether
Alice sends covert messages. In this paper, we consider an

infinite number of channel uses, that is, n⟶∞. +erefore,
we have

TW �
PRj

hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ σ2W, H0,

PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ PRj
hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ σ2W, H1.

⎧⎪⎪⎨

⎪⎪⎩
(7)

Table 1: List of fundamental variables.

Symbol Description
SINR Interference plus noise ratio
AWGN +e complex additive Gaussian noise
f(·) +e cumulative distribution function
PX +e power send by X, X ∈ Alice,Relay, Bob, Willie􏼈 􏼉

yA +e received signal at A, A ∈ Bob,Relay, Willie􏼈 􏼉

ha,b +e channel between a and b that both consist a single antenna
nA[i] +e AWGN at A, A ∈ Bob,Relay, Willie􏼈 􏼉

cA +e SINR on A, A ∈ Bob, Willie{ }

n +e number of each channel use
σ2A +e variance of AWGN at node A, A ∈ Bob, Willie{ }

TW +e average power received at Willie
τ +e predefined detection threshold
ξ +e detection error rate
τ∗ +e optimal predefined detection threshold
ξ∗ +e minimum detection error rate
RC +e maximized effective covert rate
F(·) +e probability density function
ε +e predetermined covert communication condition value
R +e transmission rate
δ +e transmission outage probability
NA Antenna number of A, A ∈ Bob,Relay, Willie􏼈 􏼉

ha,b +e channel vector between a and b consisting of one and multiple antennas, respectively
wa,b +e received weighting vector on link a − b

† +e conjugate transpose operator
‖•‖F +e Frobenius norm
T⊥ +e projection idempotent matrix
α False alarm rate
β Miss detection rate

Alice

Willie

Bob

Relay

Tx

Convert Message

Conver
t M

ess
age

Rx ... ...

Phase 1:
Phase 2:

hAW

hAR

hRW

hRB

Figure 1: System model.
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At the end of the communication slot, Willie has to make
a decision.+e false alarm rate is defined as the probability of
Willie making D1 decision under condition H0, which is
expressed by α � P(D1 | H0). Similarly, the miss detection
rate is defined as the probability of Willie making D0 de-
cision under condition H1, which is expressed by
β � P(D0|H1). Assuming that the prior probabilities of H0
and H1 are equal, Willie’s detection performance can be
judged by the detection error rate, which can be defined as
follows:

ξ ≜ α + β. (8)

3.3.DetectionPerformanceatWillie. According to+eorems
1 and 2 in [37], Willie’s optimal detection threshold, min-
imum detection error probability, and expected detection
error probability can be obtained.

+e optimal detection threshold is expressed as follows:

τ∗ �
ρ1, ρ2􏼂 􏼃, ρ1 < ρ2,

ρ2, ρ1􏼂 􏼃, ρ1 ≥ ρ2.
􏼨 (9)

+eminimum detection error probability is expressed as
follows:

ξ∗ �

0, ρ1 < ρ2,

1 −
PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

P
max
Rj

hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2, ρ1 ≥ ρ2,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

where ρ1 ≜Pmax
Rj

|hRjW|2 + σ2W, ρ2 ≜PA|hAW|2 + σ2W, ρ3 ≜PA

|hAW|2 + Pmax
Rj

|hRjW|2 + σ2W.
+e expected detection error probability is expressed as

follows:

ξ∗(t) � − t
2

+ t ln t + 1, (11)

where

t ≜
PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ P
max
Rj

hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2. (12)

It can be seen from [2] that the expected detection error
rate ξ∗ is a monotone increasing function of Pmax

Rj
.

3.4. Covert Performance. In general, the constraint for
covert transmission can be defined as ξ∗ ≥ 1 − ε, where ε is
a predetermined value, and there is ε ∈ [0, 1]. +erefore,
the maximized effective covert rate can be expressed as
follows:

max
PZ

RC,

s.t. ξ∗ ≥ 1 − ε,
(13)

where RC ≜R(1 − δ).

3.4.1. <e Transmission Outage Probability of Alice to Relay.
Assuming that the transmission rate R is known, according
to formula (1), |hARi

|2, |hRjRj
|2 and PRj

are random variables,
which can still cause transmission interruption.

Since the wireless channel is subject to independent
quasi-static Rayleigh fading and independent identically
distributed, the cumulative distribution function (CDF)

of max1≤i≤NR
(|hARi

|2) is Fmax
1≤i≤NR

(|hARi
|2)(x) � (1 − e− x)NR ; then

its PDF is

f
max

1≤i≤NR

hARi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼐 􏼑
(x) � 􏽘

NR

m�0

NR

m
􏼠 􏼡(− 1)

m
e

− x
( 􏼁

m
. (14)

Theorem 1. For the first stage, the transmission outage
probability from Alice to Relay is derived as follows:

δ1 � 1 +
PA

P
max
Rj

φ 22R
− 1􏼐 􏼑

􏽘

NR

m�1

NR

m

⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠(− 1)
m 1

m
,

exp −
m 22R

− 1􏼐 􏼑σ2R
PA

⎡⎣ ⎤⎦ × ln 1 + mφ 22R
− 1􏼐 􏼑

P
max
Rj

PA

⎡⎣ ⎤⎦.

(15)

Proof. see Appendix A. □

Remark 1. +e comments are as follows:

(1.1) In the first stage, the maximum power Pmax
Rj

of
transmitting AN of a single antenna randomly selected
by Relay can have a direct influence on the transmission
outage probability δ1. +e larger Pmax

Rj
is, the greater δ1

will be.
(1.2) In the first stage, the transmission outage prob-
ability δ1 is a monotonically increasing function of
channel noise σ2R and transmission rate R, that is, the
larger σ2R and R are, the larger δ1 will be.
(1.3) +e configuration of antenna number NR has a
direct influence on the transmission outage probability
δ1 of the first stage. +e larger NR is, the smaller δ1 is.
(1.4) In the first stage, the transmission outage prob-
ability δ1 is a monotonically decreasing function of
Alice’s covert message sending power PA, that is, the
larger PA is, the smaller δ1 is. And the transmission
outage probability δ1 is a monotonically increasing
function of the self-interference elimination coefficient
ϕ, that is, the larger ϕ is, the larger δ1 is.

3.4.2. <e Optimal AN

Theorem 2. Under any given fixed covert information power
PA sent by Alice, predetermined ε and transmission rate R, the
optimal AN power sent by Relay is given by
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P
max∗
Rj

�
1 − tε( 􏼁PA hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε

, (16)

where tε is the solution of ξ∗(t) � 1 − ε.

Proof. see Appendix B. □

3.4.3. <e Maximized Effective Covert Rate

Theorem 3. <e optimal effective convert rate is derived as
follows:

R
∗
C1

� − R hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m

× exp −
m 22R

− 1􏼐 􏼑σ2R
PA

⎡⎣ ⎤⎦
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 . (17)

Proof. see Appendix C. □

Remark 2. +e comments are as follows:

(2.1) +e larger the predetermined convert constraint ε
in the first stage, the greater the maximum effective
convert rate of the first stage.
Due to RC ≜R(1 − δ), then there is δ∗1 , so there will be
R∗C1
≜R(1 − δ∗1 ), and δ∗1 also has the property of δ1, so

we can obtain Remarks 2.2–2.4.
(2.2) In the first stage, the maximum effective covert
rate R∗C1

increases with the increase of the antenna
number NR and the power PA of covert messages sent
by Alice.
(2.3) In the first stage, the maximum effective covert
rate R∗C1

is the monotonic decreasing function of the
channel noise σ2R of Relay and its self-interference
elimination coefficient ϕ, that is, the larger σ2R and ϕ are,
the smaller R∗C1

is.
(2.4) In the first stage, the maximum effective covert
rate R∗C1

is the monotonic decreasing function of the
channel coefficient |hAW|2, that is, the larger |hAW|2 is,
the smaller R∗C1

is. And the maximum effective covert
rate R∗C1

is the monotonic increasing function of the
|hRjW|2, that is, the larger |hRjW|2 is, the larger R∗C1

is.

Corollary 1. In the first stage, if the power PA of Alice
sending covert messages to Relay increases, the maximum
effective covert rate R∗C1

tends to a fixed value:

R
∗
C1

� R hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m

,

ln 1 + mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 .

(18)

Proof. when PA approaches ∞, then exp − [m(22R􏼈

− 1)σ2R]/PA} approaches 1, so the maximum effective convert

rate approaches the result in formula (18) in the first
stage. □

4. The Second Stage: Relay Forwards Covert
Messages to Bob

Relay forwards Alice’s information to Bob and sends zero-
forcing AN signal to Willie. Relay selects the best antenna
according to the CSI between it and Bob and decodes and
forwards the convert messages sent by Alice to Bob, and the
remaining NR − 1 antennas are all used to send zero-forcing
AN to Willie.

Relay works in the decoding and forwarding mode. In
the second stage, Relay decodes and encodes the received
signal and forwards it to Bob, whose transmitted signal is
XR[i]. +e PA is fixed, and Relay’s forwarding mode is
decoded forwarding, so it is assumed that Alice’s covert
messages power is also fixed by Relay forwarding; both Bob
and Willie know this.

4.1. Reception at Bob. +e instantaneous SINR at Bob is
given by

cBob �
PRk

max1≤k≤NR
hRkB

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼒 􏼓

σ2B
, (19)

where hRkB is the channel coefficient between the k-th an-
tenna selected by Relay and Bob; here, k � 1, 2, . . . , NR, PRk

is the fixed power of Relay forwarding Alice covert messages;
σ2B is the channel variance of Relay.

In the second stage, when Relay sends covert messages,
the signal received by Bob can be expressed as follows:

yBob[i] �
���
PRk

􏽱
max

1≤k≤NR

hRkB

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓xR[i] + nB[i], (20)

where xR[i] is the covert signal forwarded by Relay, satis-
fying E[xR[i]x†

R[i]] � 1; i � 1, 2, . . . , n represents the symbol
index, n is the total number of channels used in each slot, and
nB[i] is the AWGN at Bob with σ2B as its variance, i.e.,
nB[i] ∼ CN(0, σ2B).
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4.2. Detection Metrics at Willie. In order to cause the un-
certainty of Willie’s detection power, Relay uses the
remaining NR − 1 antennas for zero-forcing beamforming,
which interferes withWillie’s transmission without affecting
Bob’s reception. +e optimal weighted vector WZF is the
solution of the following optimization problem:

max
WZF

h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

s.t. h
†
RBWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � 0 WZF

����
����F

� 1,

(21)

where † is the conjugate transpose operator, ‖•‖F denotes the
Frobenius norm, and hRW or hRB represents the n-dimen-
sional channel vectors between Relay and Willie or Bob,
respectively. According to the theorems in [40, 41], the
solution of the optimization problem in formula (21), i.e.,
the precoding vector WZF, can be described as follows:

WZF �
T
⊥

hRW

T
⊥

hRW

����
����
, (22)

where T⊥ � (I − hRB(h†
RBhRB)− 1h†

RB) is the projection
idempotent matrix with rank NR − 2.

Let us define Z1 ≜PZ|h†
RWWZF|2/σ2W and

Z≜PZ|h†
RWWZF|2. According to equations (11) and (12) in

[40], we have

fZ1
(Z) �

Z
NR− 3 exp − σ2wZ/PZ􏼐 􏼑

NR − 3( 􏼁! PZ/σ
2
w􏼐 􏼑

NR− 2, NR ≥ 3, Z≥ 0, (23)

FZ1
(Z) � 1 − exp −

Zσ2W
PZ

􏼠 􏼡 􏽘

NR− 3

l�0

1
l!

Zσ2W
PZ

􏼠 􏼡

l

, Z≥ 0.

(24)

+e SINR at Willie is given by

cwillie2 �
PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + σ2W

, (25)

where hRkW is the channel coefficient between the k-th
antenna that Relay chooses to forward the covert messages
and Bob and PZ is the AN power of ZFB sent by Relay. In a
communication slot of the second stage, Willie has to decide
whether Relay has forwarded covert messages to Bob [42].
+erefore, Willie is faced with a binary hypothesis testing
problem again, where the zero hypothesis M0 means Relay
has not forwarded covert messages, and the alternative
hypothesis M1 means Relay has forwarded covert messages
to Bob. Based on these assumptions, Willie receives signals is
given by

ywillie2[i] �

���
PZ

􏽰
h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌VR2

[i] + nW[i], M0,
���
PRk

􏽱
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌xR[i] +
���
PZ

􏽰
h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌VR2

[i] + nW[i], M1.

⎧⎪⎨

⎪⎩
(26)

Willie does not know the value of PZ in the time slot, but
the value of PRK

is known. In the second stage, Willie at-
tempts to detect whether ywillie2 is M0 or M1. +rough the
application of Neyman–Perason criterion and likelihood
ratio test, the optimal decision rule forWillie tominimize his
detection error is as follows:

TW2
>
U0

<
U1

τ, (27)

where TW2 � 1/n 􏽐
n
i�1 yWillie2[i] is the average power re-

ceived atWillie in the slot, τ is a predefinedWillie’s detection
threshold, and U0 and U1 are binary decisions that infer
whether Relay forwards covert messages, respectively. In this
paper, we consider an infinite number of channel uses, that
is, n⟶∞. +erefore, we have

TW2 �

PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ σ2W, U0,

PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ σ2W, U1.

⎧⎪⎪⎨

⎪⎪⎩
(28)

At the end of the communication slot, Willie has to make
a decision.+e false alarm rate is defined as the probability of
Willie making U1 decision under condition M0, which is
expressed by α2 � P(U1|M0). Similarly, the miss detection
rate is defined as the probability of Willie making U0 de-
cision under condition M1, which is expressed by
β2 � P(U0|M1). Assuming that the prior probabilities of M0
and M1 are equal, Willie’s detection performance can be
judged by detecting error rate, which can be defined as
follows:

ξ2 ≜ α2 + β2. (29)

4.3. Detection Performance at Willie

4.3.1. False Alarm Rate and Miss Detection Rate

Theorem 4. In the second stage, Willie’s false alarm rate is
derived as follows:

Complexity 7



α2 �

1, τ ≤ σ2W,

xEi(− x) + exp(− x), τ > σ2WNR � 3,

exp(− x), τ > σ2WNR � 4,

1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘
l− 2

k�0

x
k+1

k!
⎡⎣ ⎤⎦

⎧⎨

⎩

⎫⎬

⎭exp(− x), τ > σ2WNR ≥ 5,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(30)

and the miss detection rate is formula (31) where x � (τ − σ2w
/(NR − 1)Pmax

Rj
), y � (τ − σ2w− PRk

|hRkW|2/(NR − 1)Pmax
Rj

).

+e Pmax
Rj

is the maximum AN power transmitted by
Relay’s single antenna, which has been introduced in Section
3.1.

β2 �

0, τ ≤ σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
,

1 − [yEi(− y) + exp(− y)], τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
NR � 3,

1 − exp(− y), τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
NR � 4,

1 − 1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

y
k+1

k!
⎡⎣ ⎤⎦

⎧⎨

⎩

⎫⎬

⎭exp(− y), τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
NR ≥ 5.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(31)

Proof. see Appendix D. □

4.3.2. Optimal Detection <reshold and Minimum Detection
Error Rate

Theorem 5. According to Willie’s hypothesis, the optimal
detection threshold can be expressed as follows:

τ∗ � σ2W + PRKW hRKW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (32)

<e corresponding minimum detection error rate is de-
rived as follows:

ξ∗2 �

x
∗
Ei − x

∗
( 􏼁 + exp − x

∗
( 􏼁, NR � 3,

exp − x
∗

( 􏼁, NR � 4,

1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
∗k+1

k!
⎡⎣ ⎤⎦

⎧⎨

⎩

⎫⎬

⎭exp − x
∗

( 􏼁, NR ≥ 5,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

where

x
∗

�
PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

NR − 1( 􏼁P
max
Rj

λRW

. (34)

Proof. see Appendix E. □

Remark 3. +e comments are as follows:

(3.1) In the second stage, the minimum detection error
rate ξ∗2 is a monotonic increasing function of the

maximum AN power Pmax
Rj

of an antenna in Relay using
ZFB method, that is, the larger Pmax

Rj
is, the larger ξ∗2

is. +e minimum detection error rate ξ∗2 is also
monotonically increasing with respect to the num-
ber of antennas NR, that is, the larger NR is, the
larger ξ∗2 is.
(3.2) In the second stage, the minimum detection error
rate ξ∗2 is a monotonic decreasing function of Relay
forwarding covert message power PRk

, that is, the larger
PRk

is, the smaller ξ∗2 is.

4.4. Covert Performance. In the second stage, the maximized
effective covert rate can be expressed as follows:

argmax
PRk

RC,

s.t. ξ∗2 ≥ 1 − ε.
(35)

4.4.1. <e Transmission Outage Probability of Relay to Bob.
Assuming that the transmission rate R is
known, according to formula (19), |hRkB|2 and PRK

are
random variables, which can still cause transmission
interruption.

Since the wireless channel is subject to independent
quasi-static Rayleigh fading and independent identically
distributed, the (C DF) of max1≤i≤NR

(|hRkB|2) is Fmax
1≤k≤NR

(|hRkB|2)

(x) � (1 − e− x)NR ; then its PDF is

f
max

1≤k≤NR

hRkB

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼐 􏼑
(x) � 􏽘

NR

m�0

NR

m
􏼠 􏼡(− 1)

m e− x
( 􏼁

m
. (36)
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Theorem 6. For the second stage, the transmission outage
probability from Relay to Bob is derived as follows:

δ � 1 − exp −
22R − 1( 􏼁σ2B

PRk

􏼠 􏼡􏼢 􏼣

NR

. (37)

Proof. see Appendix F. □

Remark 4. +e comments are as follows:

(4.1) In the second stage, the larger the power PRk
of

Relay forwarding Alice covert messages is, the smaller
the transmission outage probability δ2 is
(4.2) In the second stage, the transmission outage
probability δ2 is a monotonically increasing function of
σ2B and R, that is, the larger σ2B and R are, the greater δ2
is
(4.3) In the second stage, the transmission outage
probability δ2 decreases with the increase of the
number of antennas NR, that is, the larger NR is, the
smaller δ2 is

4.4.2. Optimal Transmission Power of Relay Forwarding
Covert Messages

Theorem 7. Under any given ε and transmission rate R, the
optimal transmission power of Relay forwarding Alice’s covert
message is expressed as follows:

P
∗
Rk

�

NR − 1( 􏼁P
max
Rj

tε1

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 , NR � 3,

NR − 1( 􏼁P
max
Rj

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 ln

1
1 − ε

􏼒 􏼓, NR � 4,

NR − 1( 􏼁P
max
Rj

tε2

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 , NR ≥ 5,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(38)

where tε1 is the solution of xEi(− x) + exp(− x) � 1 − ε and tε2
is the solution of
1 + 􏽐

NR− 3
l�2 [1/l(l − 1)􏽐

l− 2
k�0x

k+1/k!]􏽮 􏽯exp(− x) � 1 − ε.

Proof:. see Appendix G. □

4.4.3. Optimal Effective Convert Rate

Theorem 8. In the second stage, the optimal effective convert
rate is derived as follows:

RC2

∗
� R − R 1 − exp −

22R − 1( 􏼁σ2B
P∗Rk

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭

NR

. (39)

Proof. see Appendix H. □

Remark 5. +e comments are as follows:

(5.1) In the second stage, the optimal effective convert
rate R∗C2

is a monotonic increasing function of the AN
power Pmax

Rj
, that is, the larger Pmax

Rj
is, the larger R∗C2

is
(5.2) In the second stage, the optimal effective convert
rate R∗C2

increases with the increase of antenna number
NR and ε, that is, the larger NR and ε, the greater R∗C2

(5.3) In the second stage, the optimal effective convert
rate R∗C2

increases with the increase of the convert
message power P∗Rk

forwarded by Relay, and it de-
creases with the increase of channel noise σ2B and
channel coefficient |hRkW|2

Corollary 2. In the second stage, if the optimal power of
Relay forwarding Alice’s covert messages is increased, the
maximum effective covert rate approaches a fixed value R.

lim
P∗

Rk
⟶∞

R
∗
C2

� R. (40)

Proof. according to formula (39), when P∗Rk
tends to∞, the

exp − [(22R − 1)σ2B]/P∗Rk
􏽮 􏽯 tends to 1; then 1 − exp􏼈

[− (22R − 1)σ2B/P
∗
Rk

]}NR⟶ 0, so R∗C2
⟶ R. □

5. Total Performance

5.1. Transmission Outage Probability

Theorem 9. <e total transmission outage probability is
formula (41).

δ � 1 +
PA

P
max
Rj

φ 22R
− 1􏼐 􏼑

􏽘

NR

m�1

NR

m

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠(− 1)

m 1
m
exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ln 1 + mφ 22R
− 1􏼐 􏼑

P
max
Rj

PA

⎡⎣ ⎤⎦

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭

× 1 − 1 − exp −
22R − 1( 􏼁σ2B

PRk

􏼠 􏼡􏼢 􏼣

NR⎧⎨

⎩

⎫⎬

⎭.

(41)
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Proof. see Appendix I. □

5.2. Maximum Effective Covert Rate

Theorem 10. <e σ2R � σ2B, PA � P∗Rk
is assumed; then the

overall optimal effective covert rate is given by

R
∗
C � R

∗
C1

� − R hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε 􏽘

NR

m�1

NR

m
􏼠 􏼡(− 1)

m
,

exp −
m 22R

− 1􏼐 􏼑σ2R
PA

⎡⎣ ⎤⎦
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 .

(42)

Proof. see Appendix J. □

6. Numerical Result

6.1.<e First Stage. In this section, we present some detailed
numerical results to illustrate the influence of system pa-
rameters on the detection and covert performance of the
system. By observing the results in these figures, it can be
found that the analysis results are completely consistent with
the derivation results, which verifies the correctness of the
theoretical analysis. If there are no special cases, we will set
some general parameter values. Due to the channel does not
change in a time slot, that is, it remains a constant, the value
of the channel coefficient can be set to 0 dB. At the same
time, the value of channel noise is set to 0 dB. +e trans-
mitting power of a single antenna (including nodes with a
single antenna) is set to 10 dB. We define the predetermined
covert communication condition value as 0.05 and deter-
mine the transmission rate as 1 or 1.5. Specific simulation
data can be referred to in the instructions below each figure.

6.1.1. Transmission Outage Probability. Figures 2–4 illus-
trate the relationship between the transmission outage
probability δ1 and the maximum power Pmax

Rj
of a single

antenna randomly selected by Relay based on different
parameter values. It can be observed that the larger Pmax

Rj
is,

the greater δ1 is. +is is because Relay will also generate self-
interference while sending interference to Willie. Such self-
interference will affect the communication between Alice
and the i-th antenna of Relay, and the transmission is more
likely to be interrupted. +is is consistent with Remark 1.1.
In Figure 2, it can be observed that the transmission outage
probability δ1 is a monotonic increasing function with re-
spect to σ2R. +is is because the larger the channel noise of
Relay is, the smaller the SINR of the channel is, and the easier
the transmission is interrupted. It can also be seen from
Figure 2 that δ1 is a monotonic increasing function of R, that
is, the higher the transmission rate is, the easier the
transmission is interrupted. +ese observations are consis-
tent with Remark 1.2. In Figure 3, with the increase of the
number of antennas, the transmission outage probability δ1
is smaller. +is is because the more the number of antennas
is configured, the more security gain can be obtained, so that
the more secure the transmission is, the less likely the
transmission is interrupted. +is confirms the correctness of

Remark 1.3. In Figure 4, we can see that δ1 is a monotonic
increasing function of ϕ, that is, the larger the interference
cancellation coefficient is, the easier the transmission is
interrupted. +is is because the self-interference coefficient
determines the degree of self-interference. +e greater the
self-interference is, the less secure the transmission from
Alice to Relay is. At the same time, it can be observed from
Figure 4 that δ1 is a monotonic decreasing function of PA.
+e higher the power of hidden message transmission, the
more favorable it is for Relay’s reception, and the lower the
transmission outage probability. +is is consistent with
Remark 1.4. In addition, since the expected detection error
rate is cited in [2], it can be seen from Figure 3 of [2]: (1) the
expected detection error rate ξ∗ is a monotone increasing
function of Pmax

Rj
and (2) the expected detection error rate ξ∗

is a monotonic decreasing function of PA.

6.1.2. Maximum Effective Convert Rate. Figures 5–7 shows
the probability simulation curves of the maximum effective
convert rate R∗C1

under different power PA that Alice sends
covert messages. It can be observed that R∗C1

increases with
the increase of PA.+is is because the larger the transmission
power of the covert message, the larger the SINR of the
antenna used to receive the covert message at Relay, and the
smaller the transmission outage probability in the first stage,
so that R∗C1

will be larger. It can be observed from Figure 5
that the larger ε is, the larger the maximum effective covert
rate is. +is is because the larger ε is and the smaller 1 − ε is,
the lower Willie’s minimum detection error rate is required,
and the constraint condition of the maximum effective
covert rate is more relaxed. +erefore, the maximum ef-
fective covert rate R∗C1

is a monotonic increasing function of
ε, which is consistent with the content of Remark 2.1. It can
also be observed from Figure 5 that with the increase of the
antenna’s number NR, the maximum effective covert rate
increases. +e reason is that the more the number of an-
tennas, the smaller the transmission outage probability, but
the larger the R∗C1

. +is is consistent with Remark 2.2. It can
be seen from Figure 6 that the maximum effective covert rate
R∗C1

is a monotonic decreasing function of σ2R and ϕ. +e
larger the channel noise of Relay, the smaller the SINR of
Relay, the easier the transmission is interrupted, and the
smaller the maximum effective covert rate will be. +e larger
the self-interference cancellation coefficient ϕ, the greater
the self-interference to Relay, and the greater the influence
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on the covert transmission from Alice to Relay, so that the
maximum effective covert rate R∗C1

is smaller.+is proves the
correctness of inference Remark 2.3. Figure 7 illustrates the
relationship between |hAW|2 and |hRjW|2 and the maximum
effective covert rate R∗C1

. When Alice sends covert messages,
the larger the channel coefficient |hAW|2 between Alice and
Willie is, the smaller the maximum effective covert rate R∗C1
is. Because the larger the channel gain is, the more favorable

Willie’s detection is, the smaller the maximum effective
covert rate is. And it can be observed that the larger the
channel coefficient |hRjW|2 between Relay randomly selected
single antenna andWillie, the greater the maximum effective
covert rate. +e reason is that the more the channel gain of
transmit interference is, the more difficult Willie is to detect,
and the easier Willie is to perform covertness. +is is
consistent with Remark 2.4. In addition, a common point
can be seen from Figures 5–7, that is, when increased to a
certain value, the maximum effective covert rate of the first
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ferent value of σ2R and R, where PA � 10 dB, NR � 5, and ϕ � 0.5.
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stage tends to be a fixed value, which confirms the cor-
rectness of Corollary 1.

6.2. <e Second Stage

6.2.1. Detection Error Probability. Figure 8 shows the rela-
tionship between the false alarm rate α2, missed detection
rate β2, detection error probability ξ2, and the threshold τ. It
can be observed that the smaller the false alarm rate, the
larger the missed detection rate, the smaller the missed

detection rate, and the larger the false alarm rate. It is
difficult for Willie to detect the covert transmission with
probability 1, which is consistent with our expectation, and
there is a minimum detection error probability; Figure 9
draws the detection error rate curve according to different
antenna number n and further illustrates the feasibility of
minimum detection error rate under different parameters.
+is verifies the correctness of +eorem 5.
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In Figures 10 and 11, the relationship between the
minimum detection error probability ξ2 and the maximum
interference transmission power Pmax

Rj
of a single antenna

formed by Relay using zero-forcing beamforming can be
observed at the same time. +e larger the Pmax

Rj
is, the greater

the ξ2 is. And Figure 10 also describes the relationship
between the minimum detection error probability and the
number of antennas NR. It is easy to understand that the
minimum detection error rate will increase with the increase
in the number of antennas. +is is because the larger the
interference power and the number of antennas of a single
antenna, the greater the total interference to Willie, and the
greater the interference will hinder Willie’s detection. Willie
will be more prone to make errors, resulting in a higher error
rate of Willie. +is is consistent with the conclusion of
Remark 3.1. In addition to describing the relationship be-
tween ξ2 and Pmax

Rj
, Figure 11 also plots the relationship

between the minimum detection error probability ξ2 and the
power PRK

of Relay forwarding Alice covert messages. +e
larger the PRK

is, the smaller the ξ2 is. +is is because the
higher the power of Relay forwarding covert messages is, the
easier Willie is to detect the transmission of covert messages,
and the smaller the probability of error is. +is verifies the
correctness of Remark 3.2.

6.2.2. Transmission Outage Probability. It can be seen from
Figures 12 and 13 that the transmission outage probability δ2
is a monotonic decreasing function of Relay covert message
transmission power PRK

, that is, the larger the covert
message transmission power PRK

is, the smaller the trans-
mission interruption probability δ2 of the second stage is.
+is is because increasing PRK

will increase the SINR at Bob,
so the more secure the transmission is, the less likely it is to
be interrupted. +is verifies the correctness of Remark 4.1.
+e relationship between the transmission outage proba-
bility δ2 and Bob’s channel noise σ2B is also described in
Figure 12. δ2 increases with the increase of σ2B. +is is be-
cause the increase of channel noise e will reduce the signal-
to–interference-noise ratio at Bob, which makes the trans-
mission easier to be interrupted. It can also be observed from
Figure 12 that δ2 is a monotonic increasing function of R,
that is, the higher the transmission rate is, the easier the
transmission is interrupted. +ese observations are consis-
tent with Remark 4.2. It can be observed from Figure 13 that
the transmission outage probability δ2 is a monotonic de-
creasing function of the number of Relay antennas NR, that
is, the larger NR is, the smaller the transmission outage
probability δ2 of the second stage is. +is is because the
increase in the number of antennas will increase the gain of
the channel, thus making the transmission more secure.+is
verifies the correctness of Remark 4.3.

6.2.3. Maximum Effective Covert Rate. It can be seen from
Figures 14 and 15 that the optimal effective covert rate R∗C2

in
the second stage is a monotonic increasing function of the
interference transmission power Pmax

Rj
of a single Relay’s

antenna, that is, the greater the interference transmission
power Pmax

Rj
of a single Relay’s antenna, the greater the

optimal effective covert rate R∗C2
in the second stage. +is is

because the greater the interference, the more likely Willie’s
detection is to make mistakes, and the higher the effective
covert rate is. +is is consistent with Remark 5.1. Similar to
the first stage, the optimal effective covert rate R∗C2

in the
second stage increases with the increase of the number of
antennas NR and ε.+e reason has been described in the first
stage, and it is not described here. +is is consistent with the
content of Remark 5.2.
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Figure 10: Minimum detection error rate versus Pmax
Rj

with dif-
ferent value of NR, where PRk

� 10 dB and |hRkW|2 � 1.

PR = 5dB
PR = 10dB

PR = 15dB
PR = 20dB

0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1

0.9

M
in

im
um

 d
et

ec
tio

n 
er

ro
r r

at
e

Pmax (dB)Rj

Figure 11: Minimum detection error rate versus Pmax
Rj

with dif-
ferent value of PRk

� 10 dB, where NR � 3 and |hRkW|2 � 1.

Complexity 13



Figure 16 shows the relationship between the optimal ef-
fective covert rate R∗C2

and the power PRK
of Relay forwarding

covertmessages and the noise σ2B of Bob channel.+e higher the
power PRK

of Relay forwarding covert messages, the higher the
R∗C2

. +e larger the noise σ2B of Bob channel is, the smaller the
R∗C2

is.+is is because the larger thePRK
is, the larger Bob’s SINR

is, which is the more conducive to the transmission of covert
messages, the larger the σ2B is, the smaller the SINR of Bob will

be, which is not conducive to covert message transmission.
Figure 15 also describes the relationship between the optimal
effective covert rateR∗C2

and the channel coefficient |hRkW|2.+e
larger the channel coefficient |hRkW|2 is, the smaller the R∗C2

is.
Because it is the channel gain between Relay and Willie when
Relay forwards Alice’s covert messages, it is obvious that the
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ferent value of NR, where R � 1.5 and σ2B � 0 dB.

∊ = 0.1,NR = 3
∊ = 0.1,NR = 5
∊ = 0.1,NR = 7

∊ = 0.05,NR = 3
∊ = 0.05,NR = 5
∊ = 0.05,NR = 7

0
0

5 10 15 20

0.5

1

1.5

M
ax

im
um

 eff
ec

tiv
e c

ov
er

t r
at

e

Pmax (dB)Rj

Figure 14: Maximum effective covert rate versus Pmax
Rj

with dif-
ferent value of NR and ε, whereR � 1.5, |hRjW|2 � 1, and σ2B � 0 dB.

λRkW = 0dB

λRkW = 3dB

λRkW = 5dB

0
0

5 10 15 20

0.5

1

1.5

M
ax

im
um

 eff
ec

tiv
e c

ov
er

t r
at

e

Pmax (dB)Rj

Figure 15: Maximum effective covert rate versus PRk
with different

value of σ2B, where R � 1.5, |hRjW|2 � 1, NR � 5, and ε � 0.05.

14 Complexity



larger the coefficient is, the worse the transmission of covert
messages will be. +is is not only similar to the first stage
conclusion but also verifies the correctness of Remark 5.3. In
addition, Figures 14–16 shows that the effective covert rate of the
second stage tends to a fixed value, which verifies the correctness
of Corollary 2.

6.3. Total Performance

6.3.1. Transmission Outage Probability. As in the first and
second stages, we also graphically plot the relevant pa-
rameters of the total transmission outage probability, as
shown in Figures 17–20. By comprehensively comparing the
transmission outage probability in the first and second
stages, we can get the contents in Table 2. Among them, the
upward front represents the increase of the value, and the
downward arrow represents the decrease of the value.

It can be observed from Table 2 that for the same pa-
rameters, the first stage, the second stage, and the total
transmission outage probability have the same conclusion,
which is consistent with our expectation. +e causes of these
graph phenomena have been described in detail in the
previous stages and will not be repeated here.

6.3.2. Maximum Effective Covert Rate. Because the total
maximum effective covert rate is smaller in the first and
second stages, the maximum effective covert rates of the first
and second stages are drawn synthetically to facilitate the
comparison. +e details are shown in Figure 21. Obviously,
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Figure 16: Maximum effective covert rate versus Pmax
Rj

with different
value of |hRjW|2, where R � 1.5, NR � 5, ε � 0.05, and σ2B � 0 dB.
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and PA, where σ2R � 0 dB, σ2B � 0 dB, R � 1.5,
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the maximum effective covert rate of the first stage is less
than that of the second stage.

By comprehensively comparing the maximum effective
covert rate in the first and second stages, we can get the
contents in Table 3.

It can be seen from Table 3 that for the same pa-
rameters, the total maximum effective concealment rate
has the same conclusion as the maximum effective convert

rate in one stage. +is is because zero-forcing beam-
forming is used in the second stage to interfere with Willie
without any impact on Bob, the transmission interruption
probability will be smaller, and the corresponding max-
imum effective convert rate will be larger, so the maxi-
mum effective convert rate in the second stage is
significantly higher than that in the first stage. +is also
verifies the correctness of +eorem 10.
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7. Conclusion

In this work, we consider a wireless network covert com-
munication system achieved by multiantenna full-duplex
relay. +e system is divided into two stages; each stage needs
to complete the transmission of covert messages. In the first
stage, Relay receives covert messages and sends interference
to Willie. In the second stage, Relay decodes and forwards
covert messages while interfering with Willie’s detection.

+e system must ensure that neither stage can be detected.
+e two stages and the total system performance are derived
and analyzed. Under the constraint of covert transmission,
the maximum effective covert rate of multiantenna single
relay decode and forward relay network is studied, and the
simulation results are analyzed in detail, the system can
achieve excellent covert performance. In the future, multi-
antenna and multirelay wireless network covert commu-
nication systems can be further considered.

Table 2: Transmission outage probability results.

Parameter Parameter variation δ1 δ2 δ

Interference power ↑ ↑ ↑ ↑
Channel noise from the receiver ↑ ↑ ↑ ↑
Transmission rate ↑ ↑ ↑ ↑
Antennas number ↑ ↓ ↓ ↓
Covert message sending power ↑ ↓ ↓ ↓
Self-interference coefficient ↑ ↑ — ↑

Table 3: Maximum effective covert rate results.

Parameter Parameter variation R∗C1
R∗C2

R∗C

Covert message sending power ↑ ↑ ↑ ↑
Covert constraints, ε ↑ ↑ ↑ ↑
Antennas number ↑ ↑ ↑ ↑
Channel noise from the receiver ↑ ↓ ↓ ↓
Self-interference coefficient ↑ ↓ — ↓
+e channel coefficient between covert message sender and Willie ↑ ↓ ↓ ↓
+e channel coefficient between the AN sender and Willie ↑ ↑ — ↑
Interference power ↑ — ↑ —
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Appendix

A. Proof of Theorem 1

When the channel capacity C from Alice to Relay is less than
the transmission rate R, the transmission fromAlice to Relay
will be interrupted. +e channel capacity formula is as
follows:

CAR �
1
2
log2 1 + cAR( 􏼁. (A.1)

In combination with formulas (1) and (A.1) and the
definition of transmission interrupt probability, we have

δ1 � P
PAmax1≤i≤NR
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B. Proof of Theorem 2

According to formulas (11) and (13), tε is the solution of
− t2 + t ln t + 1 � 1 − ε, and there is the definition of t in
formula (11), we have
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+e proof can be completed by solving Pmax
Rj

in formula
(B.1).

C. Proof of Theorem 3

According to formula (13), we have
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

� −
RPA

P
max
Rj

φ 22R
− 1􏼐 􏼑

􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m 1

m
exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ × ln 1 + mφ 22R
− 1􏼐 􏼑

P
max
Rj

PA

⎡⎣ ⎤⎦.

(C.1)

By substituting formula (16) into formula (C.1), we can
get the following results:

R
∗
C1

� − R 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ ×
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏽨 􏽩/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2 ,

� − R hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ ×
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 .

(C.2)
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Proof of Theorem 4

According to formulas (27) and (28), the false alarm rate is as
follows:

α2 � P PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ σ2W > τ􏼔 􏼕,

� P PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
> τ − σ2W􏼔 􏼕,

� P
PZ h

†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

σ2W
>
τ − σ2W
σ2W

⎡⎢⎢⎣ ⎤⎥⎥⎦.

(D.1)

By using formula (23), we can get the result (D.2), shown
at the top of the next page, where, by using the variable
substitution of PZ � 1/x, and with the help of [41], equation
(3.351.2.11), and [41], equation (3.351.4), to solve the integral
in formula (D.2), the result of formula (30) can be obtained
as follows:

α2 � 1 − 􏽚
NR− 1( )Pmax

Rj

0
1 − exp −

τ − σ2w
PZ

􏼠 􏼡 􏽘

NR− 3

l�0

1
l!

τ − σ2w
PZ

􏼠 􏼡

l

⎡⎣ ⎤⎦
1

NR − 1( 􏼁P
max
Rj

dPZ. (D.2)

In the same way, the miss detection rate is as follows:

β2 � P PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

+ PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

+ σ2W < τ􏼔 􏼕,

� P PZ h
†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
< τ − σ2W − PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕,

� P
PZ h

†
RWWZF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

σ2W
<
τ − σ2W − PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

σ2W
⎡⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎦.

(D.3)

By using (23), we can get the result (D.4), where by using the
same variable substitution and solving the integral of (D.4)
in the same way, the result of formula (31) can be obtained as
follows:

β2 � 􏽚
NR− 1( )Pmax

Rj

0
1 − exp −

τ − σ2w − PRkW hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

PZ

⎛⎜⎜⎝ ⎞⎟⎟⎠ 􏽘

NR− 3

l�0

1
l!

τ − σ2w − PRkW hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

PZ

⎛⎜⎜⎝ ⎞⎟⎟⎠

l

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1
NR − 1( 􏼁P

max
Rj

dPZ. (D.4)

E. Proof of Theorem 5

According to formulas (30) and (31), Willie’s detection error
rate (E.1) is shown at the top of the next page, where
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x1 �
τ − σ2w

NR − 1( 􏼁P
max
Rj

,

y1 �
τ − σ2w − PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

NR − 1( 􏼁P
max
Rj

,

ξ2 �

1, τ ≤ σ2W,

x1Ei − x1( 􏼁 + exp − x1( 􏼁, σ2W < τ ≤ σ
2
W + PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 3,

exp − x1( 􏼁, σ2W < τ ≤ σ
2
W + PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 4,

1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − x1( 􏼁, σ2W < τ ≤ σ
2
W + PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR ≥ 5,

1 + x1Ei − x1( 􏼁 + exp − x1( 􏼁 − y1Ei − y1( 􏼁 − exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 3,

1 + exp − x1( 􏼁 − exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 4,

1 + 1 + 􏽘

NR − 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − x1( 􏼁 − 1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR ≥ 5,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ξ2 �

1, τ ≤ σ2W,

x1Ei − x1( 􏼁 + exp − x1( 􏼁, σ2W < τ ≤ σ
2
W + PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 3,

exp − x1( 􏼁, σ2W < τ ≤ σPRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 4,

1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − x1( 􏼁, σ2W < τ ≤ σ
2
W + PRk

hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR ≥ 5,

1 + x1Ei − x1( 􏼁 + exp − x1( 􏼁 − y1Ei − y1( 􏼁 − exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 3,

1 + exp − x1( 􏼁 − exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR � 4,

1 + 1 + 􏽘

NR − 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − x1( 􏼁 − 1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1
1
k!

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭exp − y1( 􏼁, τ > σ2W + PRk
hRkW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
, NR ≥ 5.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(E.1)

(1) When NR � 3, let us define f(x) � xEi (− x) +exp
(− x), then

f′(x) � Ei(− x)< 0; f″(x) �
e

− x

x
> 0, x> 0. (E.2)

+erefore, the function f(x) � xEi (− x) + exp
(− x)(x> 0) decreases monotonically, and its first
derivative increases monotonically.

When σ2W < τ ≤ σ2W + PRk
|hRkW|2, we have

dξ2
dτ

�
df x1( 􏼁

dx1
×

dx1

dτ
�

1
NR − 1( 􏼁P

max
Rj

df x1( 􏼁

dx1
< 0.

(E.3)

When τ > σ2W + PRk
|hRkW|2, we have
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dξ2
dτ

�
df x1( 􏼁

dx1
×

dx1

dτ
−

df y1( 􏼁

dy1
×

dy1

dτ
�

1
NR − 1( 􏼁P

max
Rj

df x1( 􏼁

dx1
−

df y1( 􏼁

dy1
􏼢 􏼣> 0. (E.4)

According to x1 >y1 and the monotonicity of
f(x) � xEi(− x) + exp(− x)(x> 0), the min ξ is ob-
tained at τ � σ2W + PRk

|hRkW|2.
(2) Similarly, when NR � 4, let us define

g(x) � exp(− x); the same derivation as NR � 3 is
used. According to x1 >y1 and the monotonicity of
g(x), the min ξ is obtained at τ � σ2W + PRk

|hRkW|2.

(3) When NR � 5, the position transformation opera-
tion of the lower function h(x) can be obtained as
follows:

h(x) � 1 + 􏽘

NR− 3

l�2

1
l(l − 1)

􏽘

l− 2

k�0

x
k+1

k!
⎡⎣ ⎤⎦

⎧⎨

⎩

⎫⎬

⎭exp(− x) � 1 + 􏽘

NR− 4

k�1
􏽘

NR− 3

l�k+1

1
l(l − 1)

x
k

(k − 1)!
⎡⎣ ⎤⎦

⎧⎨

⎩

⎫⎬

⎭exp(− x). (E.5)

+e first derivative can be expressed as follows:

h′(x) �

􏽘

NR− 4

k�1
􏽘

NR− 3

l�k+1

1
l(l − 1)

kx
k− 1

(k − 1)!
⎡⎣ ⎤⎦ − 1

− 􏽘

NR− 4

k�1
􏽘

NR− 3

l�k+1

1
l(l − 1)

x
k

(k − 1)!
⎡⎣ ⎤⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

exp(− x)

� −
1

NR − 3
−

1
NR − 3

􏽘

NR− 4

k�1

x
k

k!
􏼢 􏼣

⎧⎨

⎩

⎫⎬

⎭exp(− x)< 0, x> 0.

(E.6)

Its second derivative can be expressed as follows:

h″(x) �

−
1

NR − 3
􏽘

NR− 4

k�1

x
k− 1

(k − 1)!
􏼢 􏼣

+
1

NR − 3
+

1
NR − 3

􏽘

NR− 4

k�1

x
k

k!
􏼢 􏼣

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

exp(− x)

�
x

NR− 4

NR − 3( 􏼁!
exp(− x)> 0, x> 0.

(E.7)

+erefore, the function h(x) is monotonically decreas-
ing, and the first derivative is monotonically increasing.

When σ2W < τ ≤ σ2W + PRk
|hRkW|2, we have

dξ2
dτ

�
dh x1( 􏼁

dx1
×

dx1

dτ
�

1
NR − 1( 􏼁P

max
Rj

dh x1( 􏼁

dx1
< 0. (E.8)

When τ > σ2W + PRk
|hRkW|2, we have

dξ2
dτ

�
dh x1( 􏼁

dx1
×

dx1

dτ
−

dh y1( 􏼁

dy1
×

dy1

dτ
�

1
NR − 1( 􏼁P

max
Rj

dh x1( 􏼁

dx1
−

dh y1( 􏼁

dy1
􏼢 􏼣> 0. (E.9)

According to x1 >y1 and the monotonicity of h(x), the
min ξ is obtained at τ � σ2W + PRk

|hRkW|2.
In summary, for any NR ≥ 3, there are the following

conclusions. When σ2W < τ ≤ σ2W + PRk
|hRkW|2, there is
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dξ2/dτ � dξ2/dxdx/dτ < 0. When τ > σ2W + PRk
|hRkW|2, there

is dξ2/dτ � dξ2/dxdx/dτ − dξ2/dydy/dτ > 0.
+erefore, the optimal detection threshold is

τ∗ � σ2w + PRkW|hRkW|2, which can be substituted into for-
mula (E.1) to obtain formula (33).

F. Proof of Theorem 6

When the channel capacity C from Alice to Relay is less than
the transmission rate R, the transmission from Relay to Bob

will be interrupted. +e channel capacity formula is as
follows:

CRB �
1
2
log2 1 + cRB( 􏼁. (F.1)

In combination with formulas (19) and (F.1) and the
definition of transmission interrupt probability, we have

δ � P

PRk
max

1≤k≤NR

hRkB

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

σ2B
< 22R

− 1
⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
� P max

1≤k≤NR

hRkB

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
<

22R
− 1􏼐 􏼑σ2B

PRk

⎧⎨

⎩

⎫⎬

⎭ � 1 − exp −
22R − 1( 􏼁σ2B

PRk

􏼠 􏼡􏼢 􏼣

NR

. (F.2)

G. Proof of Theorem 7

According to the minimum detection error rate of (33) and
its proof process, it is easy to get that for any NR ≥ 3, ξ

∗

decreases monotonically with respect to PRk
. So the optimal

transmission power is determined by ξ∗2 � 1 − ε, and the
combined formula (33) can get formula (38).

H. Proof of Theorem 8

According to formulas (35) and (37), we have

RC � R(1 − δ) � R − R 1 − exp −
22R − 1( 􏼁σ2B

PRk

􏼢 􏼣􏼨 􏼩

NR

.

(H.1)

According to the remark of+eorem 6, the larger the PRk

is, the smaller the δ2 is, and the larger theRC is.+erefore,RC

is a monotone increasing function of PRk
. +e maximum

value of RC should be the maximum PRk
satisfying the

condition ξ∗2 ≥ 1 − ε, and for any NR > 3, ξ∗ decreases
monotonically with respect to PRk

, so the maximum PRk

satisfying condition ξ∗2 ≥ 1 − ε is determined by ξ∗2 ≥ 1 − ε,
that is, P∗Rk

. By substituting formula (38) into formula (H.1),
we can get formula (39).

I. Proof of Theorem 9

+e transmission outage probability of the first stage is δ1,
and the transmission outage probability of the second stage
is δ2, so the transmission outage probability is given by

δ � 1 − 1 − δ1( 􏼁 1 − δ2( 􏼁 � 1 −

1 − 1 +
PA

P
max
Rj

φ 22R
− 1􏼐 􏼑

􏽘

NR

m�1

NR

m

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠(− 1)

m 1
m

exp −
m 22R

− 1􏼐 􏼑σ2R
PA

⎡⎣ ⎤⎦ × ln 1 + mφ 22R
− 1􏼐 􏼑

P
max
Rj

PA

⎡⎣ ⎤⎦
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

× 1 − 1 − exp −
22R − 1( 􏼁σ2B

PRk

􏼠 􏼡􏼢 􏼣

NR⎧⎨

⎩

⎫⎬

⎭. (I.1)

By simple calculation of (I.1), we can get (41).

J. Proof of Theorem 10

+e total optimal effective covert rate should be the mini-
mum of the optimal effective covert rate in the first and
second stages.

min R
∗
C1

, R
∗
C2

􏼐 􏼑. (J.1)

By changing formula (17), we can get the following
results:

R
∗
C1

� − R 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ ×
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/ hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε􏼒 􏼓

. (J.2)
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By analyzing formula (J.2), we have

ln 1 + mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/ hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε􏼒 􏼓

< 1, (J.3)

and

􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ ×
ln 1 + mφ 22R

− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/tε hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

mφ 22R
− 1􏼐 􏼑 1 − tε( 􏼁 hAW

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2/ hRjW

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
tε􏼒 􏼓

< 0. (J.4)

+erefore, formula (J.2) can be further derived as
follows:

R
∗
C1
< − R 􏽘

NR

m�1

NR

m

⎛⎝ ⎞⎠(− 1)
m exp −

m 22R
− 1􏼐 􏼑σ2R

PA

⎡⎣ ⎤⎦ � R − R 1 − exp −
22R − 1( 􏼁σ2R

PA

􏼢 􏼣􏼨 􏼩

NR

. (J.5)

Due to σ2R � σ2B, PA � P∗Rk
, we have

R
∗
C1
<R − R 1 − exp −

22R − 1( 􏼁σ2B
P∗Rk

⎡⎣ ⎤⎦
⎧⎨

⎩

⎫⎬

⎭

NR

� RC2

∗
. (J.6)

+at is, min(R∗C1
, R∗C2

) � R∗C1
.
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