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Abstract

This study proposes a large-scale group decision-making (LSGDM) consensus model considering the experts’ adjustment willingness based on the interactive weights’ determination, which can be applied to an LSGDM problem through a case of earthquake shelters. The main contributions of our research are of three aspects as follows. First, the determination method of the interactive weight, which obtains the DMs’ attitude towards the decision-making results, is presented. The subgroups’ weights are calculated, and the unit adjustment cost for each DM is defined. Second, we introduce an objective consensus threshold by the mean and variance of the consensus level for each subgroup. Subsequently, an identification rule is performed to determine the DM to be adjusted with the large difference and the low adjustment cost. And we developed a novel consensus adjustment method that takes the DMs’ adjustment willingness into account to retain as much original information as possible. Thirdly, in order to reduce the subjectivity of the preset consensus threshold and the maximum number of iterations, an objective consensus termination condition that combines the current group consensus level and the consensus adjustment rate is put forward. Finally, the proposed model has demonstrated its effectiveness and superiority based on the comparative and sensitive analysis through a practical example.

1. Introduction

Group decision-making (GDM) is a process in which, under certain constraints, some experts or decision-makers (DMs) obtain the optimal from several feasible alternatives by expressing their opinions or preferences [1]. With the development of social, science, and technology, the complexity of decision-making events has become increasingly high [1], the ambiguity and uncertainty of the decision-making environment and context have become increasingly high, and the number and diversity of DMs participating in decision-making issues have increased rapidly. GDM has developed into large-scale group decision-making (LSGDM) [2–6], multiattribute LSGDM [7–10] and so on. Compared with GDM, the number of experts and DMs involved in LSGDM is larger, usually more than 20 [4, 9, 11, 12]. The differences in DMs’ backgrounds and knowledge are greater, and thereby the consensus level among DMs is lower. In recent years, LSGDM and fuzzy mathematics, game theory, computers, information technology, and other theories are being integrated and developed. The research of multiattribute LSGDM mainly focuses on the expression of DMs’ or experts’ preference information [13, 14], clustering [12], aggregation of group preference information [2, 13–16], determination of weight [3, 17, 18], and consensus reaching process (CRP) [2, 3, 9, 14, 19]. Many methods of expression of experts’ preference information have proposed, such as fuzzy preference information, linguistic preference information, and random preference information. Liu et al. [20] transformed interval-valued intuitionistic fuzzy numbers into single-valued numbers and then proposed a two-stage regularized generalized canonical
correlation analysis decision-making method based on multiblock analysis to address the MALSGDM problem in the interval-valued intuitionistic fuzzy environment. Bai et al. [11] developed an LSGDM model with cooperative behavior based on social network analysis, considering the propagation of decision-makers' preferences by considering the propagation of DMs' preferences. Zhen et al. [21] proposed a computational model based on the use of extended linguistic hierarchies and used multigranularity linguistic distribution to provide interpretable aggregate linguistic results to experts in order to maximize information retention.

To reduce the dimension and complexity of the decision-making process, many clustering methods have been proposed and applied, such as the k-means clustering method [4, 12], fuzzy c-means clustering method [22], vector space-based clustering method [23], the and transitive closure clustering method [5]. Several researchers have proposed some novel clustering methods that can be used in LSGDM problems from different perspectives. For instance, Du et al. [6] developed a new clustering method considering both trust relationships and opinion similarity in a social network context. In this study, the k-means clustering method is utilized to reduce the dimension of the LSGDM problem.

However, despite a number of LSGDM methods having been proposed, these methods are used in specific situations. For instance, in Liu et al. [24]'s research, DMs cannot give complete and accurate evaluation information at once, and it is therefore difficult for decision-making groups to reach a consensus at once. In addition, some proposed LSGDM models include the determination process of the DMs' weight, but the weight of the DM is relatively simple, that is, the dynamics of the decision-making process are not taken into account. Next, CRP, a rather critical and essential process, reduces and even eliminates the conflicts of group and further improves the effectiveness and rationality of decision results. But in the existing literature, the threshold determination of many CRP is very subjective, which is not conducive to the objectivity of decision-making results. Therefore, our research intends to answer the following questions:

(a) How can we not only ensure that more DMs participate in the decision-making process but also make the results represent the opinions and attitudes of more DMs?
(b) How to obtain a more scientific and accurate consensus threshold?
(c) Under what conditions can the consensus adjustment process terminate automatically?

Based on the above analysis, an LSGDM consensus model considering the experts' adjustment willingness based on the interactive weights is proposed in this study. Its innovations and contributions are shown as follows:

(1) A novel method of weight determination has been developed, which considers the DMs' attitude towards the decision-making results, thereby ensuring the effective participation of DMs. Moreover, to improve the rationality of LSGDM, a harmonious degree is taken into account in the calculation of subgroups' weight.

(2) In the consensus measure process, a more reasonable consensus measure method is introduced, which considers both the differences between the DMs' opinion and the group opinion and the harmonious degree. In the consensus feedback process, an identification process is presented, which considers the unit adjustment cost for each DM. Then, a new adjustment process is constructed, which the evaluation information is less distorted or lost by considering the experts' adjustment willingness.

(3) An objective calculation method of the consensus threshold is presented from the perspective of the mean and variance of the consensus level, and then a termination condition that considers both the current consensus level and the consensus adjustment rate is designed to objectively terminate the CRP. It not only compares the current consensus level with the consensus threshold but also compares the consensus adjustment rate. As a result, this method can address the subjectivity and unreasonableness of the preset consensus threshold and the maximum number of iterations to a certain extent.

The remainder of this paper is organized as follows: In Section 2, we briefly summarize the recent literature review from the following four aspects: the aggregation of group preference information, the interactive process, the weight determination method, and the CRP. Section 3 introduces the multiattribute LSGDM problems, and then the k-means clustering method is used to classify the DMs into several subgroups. The determination methods of the DMs, the attributes, the subgroups, and the unit adjustment cost are shown in Section 4. Section 5 presents the proposed consensus model, which includes the consensus measurement process and the consensus feedback process and explains how its framework is conducted. In Section 5, the proposed model is applied to a case study to illustrate its effectiveness and rationality. The comparative analysis and the sensitivity analysis are performed in Sections 7 and 8, respectively, to further validate the proposed model. We draw the conclusions of this research in Section 9.

2. Literature Review

In this study, we summarize the existing literature from the following four perspectives: the aggregation of group preference information, the interactive process, the weight determination method, and the CRP.

2.1. Research on the Aggregation of Group Preference Information. Many scholars are interested in the aggregation of group preference information, which is mainly to obtain the results of group clustering. Xu et al. [19] presented
2.2. Studies about the Interactive Process. In reality, DMs often cannot give complete and accurate evaluation information at once, it is difficult for decision-making groups to reach a consensus at once, and thereby, the evaluation information needs to be continuously supplemented and adjusted. Therefore, the interactive process is not only necessary but significant to avoid the limitations of the DMs' opinions, improve the effectiveness of the DMs' participation, and ensure the rationality of the decision-making results.

Zeng et al. [28] developed an interactive procedure for GDM based on intuitionistic fuzzy preference relations, in which the similarity measures between the collective preference relation and the intuitionistic fuzzy ideal solution are used to rank the alternatives. Liao and Xu [29] established an optimization model for determining the weight and an interactive model of a multiattribute decision-making problem with hesitant fuzzy information to make the decision more reasonable. Ding et al. [30] proposed an interactive method to deal with the probability hesitation fuzzy multiattribute GDM problem with incomplete attribute weight information, which can reflect the DMs' subjective desirability and reduce the effect of unfair arguments on the decision results. Therefore, in our research, the interactive process is utilized for the experts' weights determination to improve the rationality of the decision-making results.

2.3. The Aspects of the Weight Determination. The determination of weight is a hot issue in LSGDM problems, which includes mainly the weights of experts’ or DMs’, the weights of the attributes of the alternatives, and the weights of the subgroups. For the determination method of experts or DMs, Meng et al. [14] integrated objectively cooperation networks and references network of DMs to construct a directed and weighted social network, and then obtained the DMs’ relative weights. Wan et al. [31] show that DM’s weight can be obtained through a programming model by minimizing the distance between individual semantics and collective. Liu et al. [17] proposed a double weight determination method of experts by utilizing mathematical programming and information entropy for multiattribute LSGDM in an interval-valued intuitionistic fuzzy environment. Wan et al. [32] developed a similarity determination method to calculate the weight for each DM and constructed two programming models to obtain the optimal weight for each attribute.

Related to the studies of the attributes’ weight, Zhong et al. [4] developed an approach to determine the attributes and their weights based on the social media data relevant to decision-making problems by using the term frequency-inverse document frequency (TF-IDF) method. It considers both the experts’ opinions and the views of stakeholders. In this study, the interactive process is introduced in the determination process of the DMs’ weights. For the subgroups’ weights, Liu et al. [8] set an equal weight for different subgroups, while Xu et al. [1] determine the subgroups’ weights according to the size of the subgroup.

In this study, by considering the DMs’ attitude towards the decision-making results (i.e., satisfaction degree), the DMs’ weights are updated and obtained, and then the attributes’ weights are obtained within the subgroups. The weights of the subgroups are calculated and updated by considering the number within the subgroup and the level of the subgroup’s satisfaction degree (i.e., harmonious degree).

2.4. CRP Studies. CRP is a rather critical and essential segment in LSGDM problems [33, 34], which is reducing and eliminating the conflict of a group and improving the effectiveness and rationality of decision results. Zhong et al. [4] presented a multistage hybrid consensus-achieving model by integrating both cardinal consensus and ordinal consensus and applied it in the scene of the selection of a hotel for the centralized isolation of entry personnel during the COVID-19 epidemic. For the consensus feedback process in the CRP, experts may not tolerate their opinions being modified unrestricted during the CRP. Hence, all experts have an accepted modification for their opinions, which can be presented as the adjustment willingness. However, few studies have focused on the experts’ adjustment willingness. Zhong et al. [5] proposed a nonthreshold consensus model, which includes an objective termination condition for CRP. It can reduce the subjectivity of the predefined consensus threshold and the maximum number of iterations to a certain extent. In addition, Wan et al. [35] developed a novel two-stage CRP method considering DM’s willingness to modify preference information.

Therefore, our research presents an objective calculation method of the consensus threshold from the perspective of the mean and variance of the consensus level and then develops a termination condition that considers both the current consensus level and the consensus adjustment rate to objectively terminate the CRP.

2.5. Research on the Case Application. Many scholars have proposed many LSGDM approaches from the perspective of practice and application. Xiao et al. [36] established the civil engineering construction contractor selection framework in
the LSGDM environment by considering the interaction within and between the management layers of the consensus model. Chen et al. [37] determined passenger demands and evaluated their satisfaction by using a combination of online review analysis and LSGDM based on a case study of a high-speed rail system in China.

3. Preliminaries

3.1. The Multiattribute LSGDM Problems Description. LSGDM is the process of selecting the best option from the opinion of many DMs, who express their opinion based on the decision-making information provided for alternatives [11]. Accordingly, let $X = \{x_1, \ldots, x_P\}$ ($P \geq 2$) be the set of alternatives, $E = \{e_1, \ldots, e_M\}$ ($M \geq 20$) be the set of experts and DMs, and $F = \{f_1, \ldots, f_N\}$ ($N \geq 2$) be the set of attributes for each alternative.

First, the DM em provides his or her evaluation information $q_{m} = (q_{m}^{n}) P \times N (m = 1, \ldots, M)$, where $q_{m}^{n}$ represents the evaluation value of the attribute fn on the alternative xp for the DM em. Then, the DM em provides his or her allowed modification values $\theta_{m}^{+}$ and $\theta_{m}^{-}$, which represents, respectively, the DM is allowed to modify the positive and negative range of the evaluation information $q_{m}^{n}$ they provide. It is noting that the allowed modification values represent the DMs’ adjustment willingness and the values of $\theta_{m}^{+}$ and $\theta_{m}^{-}$ are both positive. For instance, a DM em provides the values of $q_{m}^{n}$, $\theta_{m}^{+}$ and $\theta_{m}^{-}$, the modification value of $q_{m}^{n}$ can be more acceptable in the interval $[\max(q_{m}^{n} - \theta_{m}^{+}, 0), \min(q_{m}^{n} + \theta_{m}^{-}, 1)]$. Note that the value of $q_{m}^{n}$ should be in the range $[0, 1]$ before and after adjustment. The greater the value of $\theta_{m}^{+} + \theta_{m}^{-}$, the lower the difficulty of adjusting the evaluation information, and the higher the concession degree of the DM em in order to reach group consensus. However, if the adjustment value exceeds the allowed modification range of the DM, it will pay an enormous adjustment cost, and the evaluation information of the DM will be forced to change, resulting in information distortion. Therefore, this situation is not considered in this paper.

In this paper, the weight vectors of attribute for each alternative are denoted as $w_{m} = [w_{1m}, \ldots, w_{mN}]$, where $w_{nm}$ represents a weight value of the attribute fn that the DM em provided according to his or her knowledge and experience, $0 \leq w_{nm} \leq 1$, and $\sum_{n=1}^{N} w_{nm} = 1$. The set of the DMs’ weights is denoted as $Wt = \{w_{1}, \ldots, w_{M}\} (m = 1, \ldots, M)$, where $w_{nm}$ means the weight value of the DM em participating in the subgroup $Gk$ at the t-th stage. Clearly, $Wt$ is the initial set of the DMs’ weights.

Generally, the LSGDM process usually involves the following four stages:

- **Stage 1. Clustering.** In order to reduce the complexity of the LSGDM problem and the calculation process, a clustering method is generally utilized to divide all DMs to several subgroups according to some rules. In this study, the k-means clustering method is utilized according to the opinion similarity. The details are shown in Section 3.2.

- **Stage 2. Aggregate the opinion.** The weighted arithmetic averaging (WAA) operator is usually used to aggregate each DM’s evaluation information to a subgroup’s decision matrix and each subgroup’s decision matrix into the collective decision matrix [38]. For a LSGDM problem, suppose that $w_{mGk}$ is the em’s weight in the subgroup $Gk$, $w_{Gk}$ is the Gk’s weight. Then, the aggregation process can be derived as

$$ q_{pm}^{Gk} = WAA(q_{pm}) \sum_{e_n \in G_k} w_{mG_k} q_{pn}^{m}, \quad e_n \in G_k; \quad n = 1, \ldots, N, $$(1)

where $w_{mG_k}$ meets $0 \leq w_{mG_k} \leq 1$ and $\sum_{e_n \in G_k} w_{mG_k} = 1$.

$$ q_{pn} = WAA(q_{pn}^{G_k}) \sum_{k=1}^{K} w_{G_k} q_{pn}^{G_k}, \quad k = 1, \ldots, K; \quad p = 1, \ldots, P; \quad n = 1, \ldots, N, $$

where $w_{G_k}$ meets $0 \leq w_{G_k} \leq 1$ and $\sum_{k=1}^{K} w_{G_k} = 1$.

- **Stage 3. The CRP.** Due to the large number and the complex background of DMs in the subgroup, the consensus level is lower. It aims to obtain an acceptable consensus level. If the consensus is not reached, then the consensus feedback process should be executed. The details are shown in Section 5.

- **Stage 4. Selection process.** After obtaining the collective decision matrix by equation (2), the collective opinion score $s(xp)$ for each alternative xp is derived as

$$ s(xp) = \sum_{n=1}^{N} w_{n} q_{pm}, \quad p = 1, \ldots, P, $$

where $w_{n} \in [0, 1]$ is the weight of attribute fn for the group, and $\sum_{n=1}^{N} w_{n} = 1$. $w_{n}$’s calculation equation is shown in Section 4.2 by equation (22).

3.2. The DMs Clustering Process. In this study, all DMs are classified as K subgroups by using k-means clustering method. The algorithm is given as Algorithm 1.
4. Several Important Concepts in This Study

4.1. The Determination of the DMs’ Weights and the Attributes’ Weights. There are many factors that affect the determination of the DMs’ weights, such as the subjective degree of the DMs’ opinion, DMs’ attitude towards the overall or intragroup opinion, and so on. Apparently, the higher the subjective degree of the DMs’ opinion or preference, the lower the activity of the DMs’ decision results, the smaller the influence of the DM on the final results of decision-making, and the DM’s weight value therefore should be decreased to some extent. Again, the higher the DM’s attitude towards the overall or intragroup opinion or preference, the more satisfied the DM is with the clustering results, the greater the DMs’ recognition of the results of group decision-making, and the DM’s weight value therefore should be enhanced to a certain extent. In this study, the determination methods of the DMs’ weights and the attributes’ weights are developed in Algorithm 2.

It is noted that the purpose of the Step 10 is to obtain the attitude of DMs, i.e., the satisfaction degree, and then to adjust the weights of DMs according to it. The decision information is fed back to the DMs, and then their attitude towards the decision result is obtained. The step, which is necessary and significant, cannot only improve the participation of DMs in the decision-making process and better reflect the attitude of DMs, but make the decision-making results more scientific and reasonable.

4.2. The Weight Determination for Each SubGroup. There are several factors that affect the weight value of the subgroup, such as the number of the subgroup and the harmonious degree of the subgroup. If the subgroup has more DMs, the higher weight value should be given to the subgroup. Conversely, the fewer xDMs in the subgroup, the lower the weight value of the subgroup. Moreover, the greater the harmonious degree of the subgroup, the higher the support of the DMs in the subgroup for the decision results, the larger the satisfaction degree of the DMs in the subgroup with the clustering, and the weight value of the subgroup should be increased appropriately. The algorithm for the weight determination of the subgroup has been developed in Algorithm 3.

According to the weight \( \omega_{G_k} \) of each subgroup and the weight \( w_n^G \) of the attribute for each subgroup, the collective attribute weight vector \( w^G = [w^G_1, \ldots, w^G_K] \) is derived as

\[
\omega_n^G = \sum_{k=1}^{K} \omega_{G_k} w_n^G, k = 1 \ldots K.
\] (4)

4.3. The Determination Method of the Unit Adjustment Cost. In the existing studies, the unit adjustment cost for each DM sometimes is given in advance [39–41], while others is calculated according to some rules [42]. For instance, Labela et al. [42] developed an objective metric based on the cost of modifying experts’ opinions to evaluate CRPs in GDM problems, which is based on two novel minimum cost consensus (MCC) models that consider the distance of the DMs to the collective opinion and also ensure the minimum consistency among DMs.

However, in reality, the unit adjustment cost for each DM is many factors involved. DM may have different perspective for the same problem under the different context. Moreover, DM may have different expectation for the LSGDM result, and then have different attitude. Therefore, the unit adjustment cost must be related to the DMs’ individual characteristics. In this study, we determine the unit adjustment cost of each DM according to two factors: the DMs’ adjustment willingness \( \theta_n \) and \( \theta_m \), and the satisfaction degree \( \rho_m \). For the \( \theta_n^* \) and \( \theta_m^* \), the larger the value of \( \theta_n^* + \theta_m^* \), the higher the concession degree of the DM em in order to reach group consensus, the lower the difficulty of adjusting the evaluation information, the unit adjustment cost of em should be smaller. On the contrary, if the lower the value of \( \theta_n^* + \theta_m^* \), the unit adjustment cost of em should be larger. For
Input: The values of $Q_{en}$, $\theta_{em}$, $\theta_{m}$, and $\omega_{m}$, and the subgroups $G1, G2, \ldots, Gk$.  
Output: The final values of the DMs' weights and the attributes' weights.

Step 1. Calculate the evaluation information $Q_{em}^k$ for each subgroup, $k = 1, \ldots, K$, where $Q_{em}^k = 1/\eta \sum_{i=1}^{\eta} Q_{em}^i$.

Step 2. Compute the evaluation information differences between each DM and his or her subgroup by using equation (4). For instance, the difference between the DM $em$ and the subgroup $Gk$ is $d(em, Gk) = \sqrt{\sum_{i=1}^{\eta} (Q_{em}^i - Q_{em}^k)^2}$.

Step 3. The initial weight values for each DM are given. Note that the evaluation difference of the DM and his or her subgroup is an important basis for determining the initial value of the DM's weight. The higher the difference between them, the lower the initial value of the DM's weight. Conversely, if the DM's opinion or preference is closer to his or her subgroup, a higher weight should be given initially. Therefore, the determination of the initial weight value is given as follows.

$$w_{em} = 1/(d(em, Gk))$$

Step 4. Calculate the weighted attributes' weight values for each subgroup. The calculation formula is $w_{Gk} = \sum_{i=1}^{\eta} w_{em}^i w_{m}^i$, $k = 1, \ldots, K, n = 1, \ldots, N$.

Step 5. Compute the evaluation information differences between each DM and his or her subgroup by using equation (4). For instance, the difference between the DM $em$ and the subgroup $Gk$ is $d(em, Gk) = \sqrt{\sum_{i=1}^{\eta} (Q_{em}^i - Q_{em}^k)^2}$.

Step 6. Updating the weight value for each DM. The updating formula is $w_{em} = \omega_{em} + \gamma_{i}^{K} \beta_{m} \sum_{i=1}^{\eta} (w_{em}^i + \gamma_{i}^{K} \beta_{m} w_{m}^i)$, $k = 1, \ldots, K$.

Step 7. Recalculate the weighted attributes' weight values for each subgroup by using equation (9), and the calculation results are presented as $w_{Gk} = \sum_{i=1}^{\eta} w_{em}^i w_{m}^i$, $k = 1, \ldots, K, n = 1, \ldots, N$.

Step 8. Show the weight values $w_{em}$ of the aggregated attributes in this time to each DM, and then obtain the satisfaction degree $\rho_{m}$ provided by em. The values of $\rho_{m}$ provided by em are chosen from the set $\{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$, which means extremely dissatisfied, very dissatisfied, dissatisfied, slightly dissatisfied, average, slightly satisfied, satisfied, very satisfied, extremely satisfied.

Step 9. Re-update the weight value for each DM through the satisfaction degree $\rho_{m}$. The greater the values of $\rho_{m}$, the more satisfied the DM $em$ is with the current decision-making result, the less the difficulty of adjusting the em's evaluation information to the subgroup collective decision result, and the unit adjustment cost of em should be smaller. Conversely, if the value of $\rho_{m}$ is smaller, the unit adjustment cost of each DM for each DM as follows.

$$\rho_{m} = \theta \cdot \cos \left( \frac{\theta_{em} + \theta_{m}}{4} \right) + (1 - \theta) \cdot \left( 1 - \sin \frac{\pi \cdot \rho_{m}}{2} \right)$$

Algorithm 2: The determination method of the DMs' weights and the attributes' weights.
Input: The cluster results G1, G2, ..., GK, and the satisfaction degree ρ_m for each DM.
Output: The final weight value for each subgroup.

Step 1. Calculate the initial weight for each subgroup according to the number of the DMs in the subgroup. Obviously, the larger the number of the subgroup, the higher the weight value. The calculation equation is that: \( \omega^{\text{ini}} = (n_k \bar{y}) \) \( k = 1 \ldots K \) where \( \omega^{\text{ini}} \) represents the initial weight value of the subgroup G_k, and satisfies \( 0 \leq \omega^{\text{ini}} \leq 1 \) and \( \sum_{k=1}^{K} \omega^{\text{ini}} = 1 \).

Step 2. Compute the mean value and variance of satisfaction degree for each subgroup. The mean value and variance of satisfaction degree ρ_m of the subgroup is denoted as ρ_Gk and \( \nu_{Gk} \), respectively, and the calculation formulas are shown as follows.

\[ \rho_{Gk} = \frac{1}{m_k} \sum_{e \in Gk} \rho_m, \quad \nu_{Gk} = \frac{1}{m_k} \sum_{e \in Gk} (\rho_m - \rho_{Gk})^2, \quad k = 1 \ldots K \]

Step 3. Define and calculate the harmonious degree for each subgroup. Apparently, the harmonious degree is related not only to the mean value of the satisfaction degree but also to the variance in a subgroup. The calculation equation of the harmonious degree \( h_{Gk} \) of the subgroup G_k is presented as follows.

\[ h_{Gk} = \rho_{Gk} (1 - \nu_{Gk}) k = 1 \ldots K \]

The properties of the harmonious degree \( h_{Gk} \) is introduced as follows for the subgroup G_k:

(a) The value of \( h_{Gk} \) meets condition \( 0 \leq h_{Gk} \leq 1 \).
(b) \[ h_{Gk} = \rho_{Gk} \] when \( \nu_{Gk} = 0 \).
(c) \[ h_{Gk} \leq \rho_{Gk} \] at any time.
(d) It increases monotonically for \( \rho_{Gk} \) and decreases for \( \nu_{Gk} \).

Step 4. Update the weight for each subgroup according to the harmonious degree. Obviously, the greater the harmonious degree, and the weight of the subgroup should be improved to some extent. The updating formula is performed as follows.

\[ \omega^{Gk} = \frac{\omega^{ini} + y h_{Gk}}{\sum_{k=1}^{K} (\omega^{ini} + y h_{Gk})}, \quad k = 1 \ldots K \]

where \( y \) represents the importance of harmonious degree in the updating weight process. The value of \( \omega^{Gk} \) is considered as the final weight value for each subgroup.

Step 5. Output \( \omega^{G1}, \ldots, \omega^{GK} \). End.

Algorithm 3: The weight determination for each subgroup.

Input: the values of \( q_{pm}^*, \theta^*_m, \theta^-_m, \) and \( q_{pm}^* \).
Output: the adjustment values of \( \omega_{pm}^* \) and \( \omega^*_{Gk} \).

Step 1. Obtain the evaluation values \( q_{pm}^* \) to be modified of em* for the attribute \( fn \) of the alternative \( xp \). Hence, the difference matrix \( \Delta Qm^* = (\Delta q_{pm}^*)P \times N \) is defined as: \( \Delta Qh^* = Qm^* - Qm^* = (\Delta q_{pm}^*)P \times n \)

Step 2. If \( \Delta q_{pm}^* = 0 \), it means that the evaluation values \( q_{pm}^* \) is same as the subgroup G_k’s opinion, and the em*’s evaluation value \( q_{pm}^* \) for the attribute \( fn \) of the alternative \( xp \) does not need to be modified. Then, turn to the Step 5; otherwise, go to the next step.

Step 3. \( \omega_{pm}^* \) is denoted as the modified value. Considering both the subgroup G_k’s opinion and the DM em*’s allowed modification range, the modification calculation is given as follows.

(a) \[ \Delta q_{pm}^* > 0 \] \( m_1 \) means that the evaluation values \( q_{pm}^* \) of the subgroup G_k is higher than the subgroup G_k’s opinion. The evaluation values \( q_{pm}^* \) therefore should be reduced appropriately. Then, \( \omega_{pm}^* = \left\{ \begin{array}{ll} \max (q_{pm}^* - \theta^*_m, 0), & \max (q_{pm}^* - \theta^-_m, 0) > q_{pm}^* \quad \text{p} = 1 \ldots P, \text{n} = 1 \ldots N \\
\min (q_{pm}^* - \theta^-_m, 0), & \max (q_{pm}^* - \theta^*_m, 0) \leq q_{pm}^* \end{array} \right. \)

(b) \[ \Delta q_{pm}^* < 0 \] means that the evaluation values \( q_{pm}^* \) is lower than the subgroup G_k’s opinion. The evaluation values \( q_{pm}^* \) therefore should be increased to a certain extent. Thus, \( \omega_{pm}^* = \left\{ \begin{array}{ll} \min (q_{pm}^* + \theta^*_m, 0), & \min (q_{pm}^* + \theta^-_m, 0) < q_{pm}^* \quad \text{p} = 1 \ldots P, \text{n} = 1 \ldots N \\
\max (q_{pm}^* + \theta^-_m, 0), & \min (q_{pm}^* + \theta^*_m, 0) \geq q_{pm}^* \end{array} \right. \)

Step 4. Repeat Step 3 until the values cannot be modified.

Step 5. End. Let \( q_{pm}^* \) is equal to \( \omega_{pm}^* \) and calculate the value of \( q_{pm}^* \) by equation (1). Output \( \omega_{pm}^* \) and \( \omega^*_{Gk} \).

Algorithm 4: The modified method for the DM em* in the subgroup G_k.

monotonically with respect to \( (\theta^*_m + \theta^-_m) \), and decreases with respect to \( \rho_m \).

Theorem 1. The value of cm is in the interval of \([0, 1]\).

The proof of Theorem 1 is shown in Appendix A.

5. The Proposed Consensus Model

The CRP mainly includes two parts: consensus measure and consensus feedback. The details of the method of consensus measure are shown in Section 5.1, and Section 5.2 presents the consensus feedback process.

5.1. Consensus Measure

This procedure aims to judge whether an acceptable consensus level among group is reached or not. Clearly, in reality, the collective consensus level is related not only to the differences between the DMs’ and the subgroups’ opinion but to the attitude for each DM in a subgroup, i.e., the harmonious degree of a subgroup. Therefore, we define the consensus measure method as follows.

Definition 2. Suppose that \( Qm^* = (q_{pm}^*)P \times N \) is the evaluation information of the DM em, \( Qh^* = (q_{pm}^*)P \times N \) is the evaluation information of the subgroup G_k obtained by equation (1), and \( h_{Gk} \) represents the harmonious degree for the
subgroup \( G_k \) by equation (19). The differences \( d^{mG_k} \) between the DM \( e_m \)'s and the subgroup \( G_k \)'s opinion can be derived as

\[
d^{mG_k} = \frac{1}{p} \sum_{n=1}^{N} w_n^{G_k} \sum_{p=1}^{P} \left| q_{pm} - q_{pm}^{G_k} \right|, \quad e_m \in G_k, k = 1 \ldots K, \tag{6}
\]

where the greater the value of \( d^{mG_k} \in [0, 1] \), the larger the deviation between \( e_m \) and \( G_k \). And, the differences \( d^{G_k} \) within the subgroup \( G_k \)'s opinion can be presented as

\[
d^{G_k} = \sum_{e_m \in G_k} \omega^{mG_k} d^{mG_k}, \quad e_m \in G_k, k = 1 \ldots K, \tag{7}
\]

where the larger the value of \( d^{G_k} \in [0, 1] \), the lower the opinion similarity in the subgroup \( G_k \). The consensus level \( CL_k \) in a subgroup \( G_k \) is derived as

\[
CL_k = d \left( 1 - d^{G_k} \right) + (1 - a) h_{G_k} \ldots K. \tag{8}
\]

Accordingly, the group consensus level \( GCL \) can be calculated by

\[
GCL = \sum_{k=1}^{K} \omega^{G_k} CL_k, \tag{9}
\]

where \( GCL \) meets \( 0 \leq GCL \leq 1 \). Obviously, the greater the value of \( GCL \), the higher the consensus level between the group. If \( GCL = 1 \), it means that a complete consensus has been reached, however, is almost impossible. Hence, soft consensus is generally a rule for LSGDM problems [43–45].

\( \delta \in [0, 1] \) is usually a preset consensus threshold. If \( GCL \geq \delta \), then it means that an acceptable consensus level has been reached among the group. Otherwise, consensus feedback is an imperative process to improve the consensus level, and let \( GCL0 = GCL \). Consequently, the determination method of \( \delta \) is important for consensus process. Generally speaking, the consensus threshold is composed of the level of each individual, which indicates that the overall threshold must reflect the willingness of the individual. Therefore, without losing generality, the value of \( \delta \) is obtained from the perspective of mean and variance.

**Definition 3.** Suppose that \( \delta^1 \) and \( \delta^2 \) are the reasonable thresholds, the calculation process is shown as

\[
\delta^1 = CL_G \left( 1 - v_{CL_G} \right), \tag{10}
\]

\[
\delta^2 = \frac{CL_G}{CL_G + v_{CL_G}}, \tag{11}
\]

where \( CL_G = 1/K \), \( CL_k \) and \( v_{CL_G} = \sqrt{1/K \sum_{k=1}^{K} \left( CL_k - CL_G \right)^2} \) represent the mean and standard deviation of the consensus level \( CL(k = 1, \ldots, K) \), respectively. We define that the consensus threshold \( \delta \) is the average value of \( \delta^1 \) and \( \delta^2 \), namely,

\[
\delta = \frac{\delta^1 + \delta^2}{2}. \tag{12}
\]

The determination method of the consensus threshold is to make the setting of the consensus threshold more objective from the perspective of the current consensus level. In reality, the consensus level is related to the experts’ evaluation information, which means the consensus level is uncertainty in the group. Therefore, to reduce the chance, the calculation of the consensus threshold is by weighting two reasonable thresholds in this study, which can reduce the subjectivity of the pre-defined it to a certain extent.

5.2. Consensus Feedback. Consensus feedback aims to obtain a high-consensus level in the group. Generally, the feedback process includes two parts: identification and adjustment.

5.2.1. Identification Process. It aims to determine the subgroup and the DM to be adjusted, which have the maximum differences. First, the determination of the subgroup to be adjusted is necessary. Due to the consensus level involves the difference between opinions and harmonious degree and harmonious degree does not change, the determination method of the adjusted subgroup focus on the difference between opinions, and the equation is \( d^{G_k} = \max \{ d^{G_k} \} (k = 1, \ldots, K) \). Then, the DM \( e_m^* \) to be modified is obtained in the subgroup \( G_k^* \) by the \( cm^* = \min \{ cm | e_m \in G_k^* \} \). Therefore, the DM \( e_m^* \) of the subgroup \( G_k^* \) should be modified in the adjustment process. It should be noted that a DM can be adjusted at most once in the feedback process.

5.2.2. Adjustment Process. This process goals to modified the DMs’ evaluation information according to some advices. Most of existing studies generally are given on adjustment strategies based on mathematical analysis. In this study, the DMs’ evaluation information is modified according to both the subgroup’s opinion and the DM’s adjustment willingness. Detailed procedure is given in Algorithm 4.

The CRP is an iterative process that should be terminated by a condition. For the existing consensus model, a consensus threshold and the maximum iterative number generally should be set subjectively in advance [2, 4, 9, 39–42, 44–46]. In this study, we refer to the concept of consensus improvement rate proposed by Zhong et al. [5], the consensus adjustment rate is defined to judge whether the adjustment process is terminated. The detailed procedure is performed as follows.

We suppose that in the \( t \)-th stage, the consensus adjustment cost \( AC_t \) is defined as

\[
AC_t = cm * \sum_{p=1}^{P} \sum_{n=1}^{N} \left| q_{pm}^{\text{cm}} - q_{pm}^{\text{mn}} \right|. \tag{13}
\]

Then, the total adjustment cost \( TAC_t \) before the \( t \)-th stage can be derived as

\[
TAC_t = \sum_{i=1}^{t} AC_i. \tag{14}
\]

**Definition 4.** (see [5]) Suppose that consensus adjustment rate is denoted as \( CAR_t \) before the \( t \)-th stage, which considers both the adjustment cost and the consensus improvement rate. The equation can be given as follows:

\[
CAR_t = \frac{TAC_t}{GCL_t - GCL}. \tag{15}
\]
6.1. Case Background. Earthquake is a natural phenomenon. According to statistics, the number of earthquakes in China from 2010 to 2020 was 6029, of which 48 were above magnitude 6.0. The earthquake will not only cause huge losses to the regional economy, but also cause huge casualties. Therefore, it is very critical to prepare before the earthquake to reduce casualties.

Tangshan, in Hebei Province of China, is an earthquake prone area. A county in this city plans to build several earthquake shelters. However, due to limited conditions, only one earthquake shelter can be built according to the existing resources. There are four feasible alternatives to choose from: (1) x1: near the station; (2) x2: near a school; (3) x3: near the residential area; (4) x4: near the hospital. The 20 experts participated in the building of the project, including government officials, construction builders, emergency management experts and many other fields. These experts need to evaluate the feasible alternatives from the following five factors: (1) f1: cost; (2) f2: capacity; (3) f3: construction difficulty; (4) f4: individual preference; (5) f5: time constraint. For example, when building a large capacity shelter, its manufacturing cost, construction difficulty and construction time will usually increase, so everyone has different attitude on these factors. Due to each alternative has its own advantages and disadvantages, it is necessary to select a satisfactory alternative through group decision-making. The information provided by experts is reported in Appendix B.

6.2. Decision-Making Process. The proposed consensus model is applied to increase the consensus level and to obtain the optimal alternative, the steps of which are shown as follows. Noting that γ1 = γ2 = γ3 = γ = 0.2, θ = 0.5, and a = 0.8 in this case:

Step 1. The 20 DMs are divided into 5 subgroups by using the Algorithm 1 as shown in Table 1.
The original evaluation matrices $Q_m$

The number of sub-groups $K$

The initial subject weight vector $w^m$

The allowed modification values $\theta_m^+, \theta_m^-$

Algorithm 1

The clustering results $G_1, \ldots, G_K$

Stage 1. Expert Clustering

Input

Stage 2. The weight determination

Calculate the sub-groups’ evaluation matrices

Algorithm 2

Calculate the DMs’ weights and the attributes’ weights

Algorithm 3

Calculate the sub-groups’ weights and the collective attributes’ weights

Stage 3. Compute the unit adjustment cost $c_m$

Algorithm 4

Stage 4. The CRP

$t=0$

Calculate the current consensus level $GCL_t$

$t=t+1$

$GCL_t \geq \delta$

NO

YES

Algorithm 4

Determine which the sub-group and DM should be adjusted

The CRP should be terminated.

Stage 5. Selection process

Output the final evaluation matrices of the DMs, the number of iterations of CRP $T$, and the final group consensus level $GCL_T$

Calculate the score $s(x_p)$ for each alternative

Obtain the ranking of the alternative

Output the optimal alternative $x_p^*$

End

Figure 1: The process of the proposed consensus model.
Step 2. Calculate the subgroups’ original evaluation matrices through equation (1), that is,

\[
Q^{G_1} = \begin{bmatrix}
0.32 & 0.50 & 0.46 & 0.44 & 0.54 \\
0.48 & 0.74 & 0.52 & 0.82 & 0.54 \\
0.52 & 0.54 & 0.70 & 0.74 & 0.42 \\
0.38 & 0.74 & 0.64 & 0.58 & 0.32 \\
0.60 & 0.35 & 0.40 & 0.40 & 0.45 \\
0.70 & 0.30 & 0.40 & 0.625 & 0.35 \\
0.775 & 0.60 & 0.40 & 0.625 & 0.375 \\
0.40 & 0.30 & 0.525 & 0.20 & 0.700 \\
0.70 & 0.30 & 0.10 & 0.60 & 0.80 \\
1.00 & 0.40 & 0.30 & 0.90 & 0 \\
0.80 & 0.60 & 0.80 & 1.00 & 0 \\
0.50 & 0.20 & 0.20 & 0.80 & 1.00 \\
0.44 & 0.48 & 0.48 & 0.48 & 0.50 \\
0.84 & 0.38 & 0.50 & 0.36 & 0.66 \\
0.70 & 0.62 & 0.70 & 0.74 & 0.62 \\
0.58 & 0.50 & 0.46 & 0.34 & 0.12 \\
0.46 & 0.28 & 0.66 & 0.68 & 0.40 \\
0.22 & 0.54 & 0.56 & 0.36 & 0.50 \\
0.62 & 0.34 & 0.74 & 0.60 & 0.70 \\
0.72 & 0.22 & 0.88 & 0.56 & 0.34
\end{bmatrix}
\]

\[
Q^{G_2} = \begin{bmatrix}
0.3912 & 0.3921 & 0.7295 & 0.5136 & 0.7307 \\
0.8657 & 0.2196 & 0.4984 & 0.8557 & 0.3986 \\
0.2912 & 0.3000 & 0.2000 & 0.2000 & 0.2000 \\
0.3056 & 0.4870 & 0.4899 & 0.4828 & 0.5030 \\
0.4978 & 0.7417 & 0.5666 & 0.8713 & 0.5621 \\
0.7459 & 0.3203 & 0.4191 & 0.8577 & 0.3203 \\
0.5136 & 0.5209 & 0.7307 & 0.7771 & 0.4506 \\
0.8577 & 0.3203 & 0.4191 & 0.8577 & 0.3203 \\
0.3921 & 0.7295 & 0.6719 & 0.5839 & 0.3138 \\
0.6189 & 0.3333 & 0.4000 & 0.3912 & 0.4418 \\
0.6610 & 0.3112 & 0.4112 & 0.6264 & 0.3686 \\
0.7817 & 0.6024 & 0.3936 & 0.6186 & 0.4173 \\
0.4112 & 0.3112 & 0.5234 & 0.2039 & 0.6671 \\
0.70 & 0.30 & 0.10 & 0.60 & 0.80 \\
1.00 & 0.40 & 0.30 & 0.90 & 0 \\
0.80 & 0.60 & 0.80 & 1.00 & 0 \\
0.50 & 0.20 & 0.20 & 0.80 & 1.00 \\
0.4446 & 0.4822 & 0.4827 & 0.4902 & 0.4860 \\
0.8557 & 0.3449 & 0.4984 & 0.3658 & 0.6767 \\
0.7061 & 0.6372 & 0.7042 & 0.7637 & 0.6265 \\
0.5610 & 0.4993 & 0.4546 & 0.3396 & 0.1152 \\
0.4476 & 0.2714 & 0.5770 & 0.7352 & 0.4086 \\
0.1622 & 0.5543 & 0.5900 & 0.3986 & 0.4822 \\
0.6704 & 0.2874 & 0.7890 & 0.5843 & 0.8022 \\
0.7004 & 0.2080 & 0.8174 & 0.5285 & 0.3468
\end{bmatrix}
\]

Then, calculate the DMs’ weights and the attributes’ weights in Gk(k = 1, 2, . . . , 5) by using Algorithm 2. And compute the subgroups’ weights and the collective attributes’ weights through Algorithm 3. The calculation results are shown in Table 2.

Noting that in this step the computation results of the harmonious degree \( h_{G_k} \) of the subgroups are shown in Table 3.

Step 3. Based on equation (22), the unit adjustment cost for each DM can be calculated and then obtained, and the results are reported in Table 4.

Step 4. The CRP.

First, the computation results of the current consensus level and other information and the consensus threshold are recorded in Tables 5 and 6, respectively.

Apparently, \( GCL0 = GCL = 0.8302 < \delta = 0.8590 \), the consensus feedback then should be executed.

The opinion of the DM e8 in G5 is first modified through adjustment process, and then obtain the adjustment result, i.e. \( GCL1 = 0.8362 < \delta = 0.8590 \). The consensus adjustment process therefore should be executed again. The DM e19 in G1 is identified and adjusted, and then obtain the adjustment result, i.e. \( GCL2 = 0.8410 < \delta = 0.8590 \). In this time, \( CAR1 = 2.4717 < CAR2 = 2.6229 \), so the CRP should not be terminated. Subsequently, the evaluation information of the DM e20 in G5 need to be modified, then the adjustment result is \( GCL3 = 0.8446 < \delta = 0.8590 \), and \( CAR2 = 2.6229 < CAR3 = 3.0673 \). The consensus feedback should be executed again. The opinion of the DM e4 in G4 is modified. The adjustment result is \( GCL4 = 0.8489 < \delta = 0.8590 \), and \( CAR3 = 3.0673 > CAR4 = 2.7436 \). The consensus feedback process should be terminated and \( T = 3 \). In addition, the fourth iteration result should be restored, and the final group consensus level is \( GCLT = 0.8446 \). The adjustment process of the consensus level and the change process of CARt are shown in Tables 7 and 8, respectively.

The expert adjusted evaluation matrices are obtained and reported in Appendix B. And the subgroups’ adjusted evaluation matrices can be derived by equation (1), that is,
justment willingness is verified to be effective. Therefore, the proposed consensus model has been retained as much as possible in the consensus feedback process. Consequently, the consensus threshold are reported in Tables 11 and 12, respectively. It should be noted that in the identification process of the consensus level is shown in Table 9. Apparently, GCL'0 = GCL = 0.8976 < \delta = 0.9068, the consensus feedback then should be executed. The adjustment process of the consensus level is shown in Table 13. It should be noted that in the identification process the DM who have a higher weight is adjusted if there are several DMs who have the same unit adjustment cost. The collective attributes’ weights wG = [0.2517, 0.1807, 0.2239, 0.1871, 0.1567].

<table>
<thead>
<tr>
<th>Table 2: The final weight results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: The computation results of the harmonious degree (h_{G_k}) (k = 1, ..., 5).</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(\rho_{G_k})</td>
</tr>
<tr>
<td>(\nu_{G_k})</td>
</tr>
<tr>
<td>(h_{G_k})</td>
</tr>
</tbody>
</table>

6.3. Discussion. In this case, the consensus level is changed from 0.8302 to 0.8446. Although the consensus threshold \(\delta = 0.8590\) has not been reached, and the consensus level has also been greatly improved. Also, the original information has been retained as much as possible in the consensus feedback process. Therefore, the proposed consensus model considering the interactive weights and the experts’ adjustment willingness is verified to be effective.

7. Comparative Analysis

In this section, to demonstrate that the characteristics of the proposed consensus method is imperative, comparative analyses that without the interactive and without the experts’ adjustment willingness, respectively, are implemented in Section 7.1 and Section 7.2.

7.1. The Proposed Model without considering the Interactive Weights. Continuing the case that given in Section 5, the proposed consensus model is executed without considering the determination of the interactive weight. Therefore, from Step 10 to Step 12 of Algorithm 2 and from Step 2 to Step 4 of Algorithm 3 are missing. The analyses process is performed as follows:

Step 1-A. The content of this part is the same as the Step 1 of Section 6.2.

Step 2-A. The subgroups’ original evaluation matrices do not change. But the weight determination process and results are changed and shown in Table 9.

Step 3-A. Due to the interactive process is missing, the unit adjustment cost is not affected by harmonious degree. Thus, the determination method of the unit adjustment cost is simplified, that is,

\[ cm = \cos \theta_m \cdot \frac{\left( \theta_m + \theta_m' \right)}{4} \] (19)

The unit adjustment cost without considering the interactive weights can be derived and shown in Table 10. Step 4-A. The computation results of the current consensus level and other information and the consensus threshold are reported in Tables 11 and 12, respectively.

In this section, to demonstrate that the characteristics of the proposed consensus method is imperative, comparative analyses that without the interactive and without the experts’ adjustment willingness.
Table 4: The unit adjustment cost \( cm \) \((m = 1, 2, \ldots, 20)\).

| \( e1 \) | \( e2 \) | \( e3 \) | \( e4 \) | \( e5 \) | \( e6 \) | \( e7 \) | \( e8 \) | \( e9 \) | \( e10 \) | \( e11 \) | \( e12 \) | \( e13 \) | \( e14 \) | \( e15 \) | \( e16 \) | \( e17 \) | \( e18 \) | \( e19 \) | \( e20 \) |
| 0.5919 | 0.5300 | 0.7485 | 0.2780 | 0.6084 | 0.4490 | 0.6923 | 0.5183 | 0.5574 | 0.5955 | 0.5000 | 0.6775 | 0.5000 | 0.5183 | 0.4347 | 0.4590 | 0.5710 |
Table 5: The initial consensus levels.

<table>
<thead>
<tr>
<th></th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
</tr>
</thead>
<tbody>
<tr>
<td>The differences of subgroup</td>
<td>0.1209</td>
<td>0.0953</td>
<td>0</td>
<td>0.1052</td>
<td>0.1426</td>
</tr>
<tr>
<td>Consensus level</td>
<td>0.7993</td>
<td>0.8392</td>
<td>0.9600</td>
<td>0.8491</td>
<td>0.7707</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8302</td>
</tr>
</tbody>
</table>

Table 6: The consensus threshold.

<table>
<thead>
<tr>
<th></th>
<th>δ1</th>
<th>δ2</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.7892</td>
<td>0.9289</td>
<td>0.8590</td>
</tr>
</tbody>
</table>

Table 7: The adjustment process of the consensus level.

<table>
<thead>
<tr>
<th>Gk</th>
<th>d^{k}_{G} (0)</th>
<th>CL_{k} (0)</th>
<th>d^{k}_{G} (1)</th>
<th>CL_{k} (1)</th>
<th>d^{k}_{G} (2)</th>
<th>CL_{k} (2)</th>
<th>d^{k}_{G} (3)</th>
<th>CL_{k} (3)</th>
<th>d^{k}_{G} (4)</th>
<th>CL_{k} (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1209</td>
<td>0.7993</td>
<td>0.1209*</td>
<td>0.7993</td>
<td>0.0953</td>
<td>0.8193</td>
<td>0.0953</td>
<td>0.8392</td>
<td>0.0953</td>
<td>0.8198</td>
</tr>
<tr>
<td>2</td>
<td>0.0953</td>
<td>0.8392</td>
<td>0.0953</td>
<td>0.8392</td>
<td>0.0953</td>
<td>0.8392</td>
<td>0.0953</td>
<td>0.8392</td>
<td>0.0953</td>
<td>0.8392</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.9600</td>
<td>0</td>
<td>0.9600</td>
<td>0</td>
<td>0.9600</td>
<td>0</td>
<td>0.9600</td>
<td>0</td>
<td>0.9600</td>
</tr>
<tr>
<td>4</td>
<td>0.1052</td>
<td>0.8491</td>
<td>0.1052</td>
<td>0.8491</td>
<td>0.1052</td>
<td>0.8461</td>
<td>0.1052</td>
<td>0.8491</td>
<td>0.0842</td>
<td>0.8659</td>
</tr>
<tr>
<td>5</td>
<td>0.1426*</td>
<td>0.7707</td>
<td>0.1090</td>
<td>0.7976</td>
<td>0.1090*</td>
<td>0.7969</td>
<td>0.0887</td>
<td>0.8138</td>
<td>0.0887</td>
<td>0.8138</td>
</tr>
<tr>
<td>Group</td>
<td>0.8302</td>
<td>0.8362</td>
<td>0.8410</td>
<td>0.8446</td>
<td>0.8489</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. For example, \* represents that this subgroup should be adjusted in the next stage.

Table 8: The termination condition judgment.

<table>
<thead>
<tr>
<th>t</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC t</td>
<td>1.4830</td>
<td>1.3497</td>
<td>1.5842</td>
<td>0.7136</td>
</tr>
<tr>
<td>TAC t</td>
<td>1.4830</td>
<td>2.8327</td>
<td>4.4169</td>
<td>5.1305</td>
</tr>
<tr>
<td>CAR t (10^2)</td>
<td>2.4717</td>
<td>2.6229</td>
<td>3.0673</td>
<td>2.7436</td>
</tr>
</tbody>
</table>

Table 9: The final weights without considering the interactive weights.

<table>
<thead>
<tr>
<th>k</th>
<th>DMs’ weights within a subgroup (\omega^{m_{G_k}})</th>
<th>Weight for each subgroup (\omega^{G_k})</th>
<th>Attributes’ weight vectors of the subgroups (\omega^{G_k})</th>
<th>The collective attributes’ weights (\omega^{x})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\omega^{3G_1} = 0.1484, \omega^{3G_2} = 0.2310,) (\omega^{3G_3} = 0.2029, \omega^{3G_4} = 0.1993,) (\omega^{3G_5} = 0.2184)</td>
<td>(\omega^{G_1} = 0.2717)</td>
<td>(\omega^{G_1} = [0.2897, 0.1462, 0.1760, 0.2131, 0.1750].)</td>
<td>(\omega^{x} = [0.2707, 0.1779, 0.2168, 0.1747, 0.1598].)</td>
</tr>
<tr>
<td>2</td>
<td>(\omega^{3G_1} = 0.2156, \omega^{3G_2} = 0.2959, \omega^{3G_3} = 0.1592, \omega^{3G_4} = 0.3293)</td>
<td>(\omega^{G_2} = 0.1739)</td>
<td>(\omega^{G_2} = [0.3433, 0.1545, 0.1375, 0.1841, 0.1807].)</td>
<td>(\omega^{x} = [0.2845, 0.1993, 0.2542, 0.1216, 0.1403].)</td>
</tr>
<tr>
<td>3</td>
<td>(\omega^{3G_1} = 0.0100, \omega^{3G_2} = 0.2026, \omega^{3G_3} = 0.2160, \omega^{3G_4} = 0.01874, \omega^{3G_5} = 0.2545)</td>
<td>(\omega^{G_3} = 0.2717)</td>
<td>(\omega^{G_3} = [0.0100, 0.2000, 0.3000, 0.3000, 0.1000].)</td>
<td>(\omega^{x} = [0.01984, 0.2024, 0.2676, 0.1783, 0.1533].)</td>
</tr>
<tr>
<td>4</td>
<td>(\omega^{3G_1} = 0.1000, \omega^{3G_2} = 0.2756, \omega^{3G_3} = 0.2120, \omega^{3G_4} = 0.1811, \omega^{3G_5} = 0.1738)</td>
<td>(\omega^{G_4} = 0.2717)</td>
<td>(\omega^{G_4} = [0.1984, 0.2024, 0.2676, 0.1783, 0.1533].)</td>
<td>(\omega^{x} = [0.1000, 0.2000, 0.3000, 0.3000, 0.1000].)</td>
</tr>
</tbody>
</table>

Step 5-A. Based on the above calculation results, the group’s evaluation information is obtained, that is, \(Q^{G} = \begin{bmatrix} 0.4566 & 0.4052 & 0.4940 & 0.5161 & 0.4659 \\ 0.5470 & 0.5081 & 0.5050 & 0.5411 & 0.5376 \\ 0.6629 & 0.5062 & 0.6584 & 0.6819 & 0.5818 \\ 0.5034 & 0.4427 & 0.6219 & 0.4453 & 0.3323 \end{bmatrix}\). and the score value for each alternative can be derived by equation (3), that is \(s(x_1) = 0.4674, s(x_2) = 0.5284, s(x_3) = 0.6243,\) and \(s(x_4) = 0.4808.\) Furthermore, the ranking of the alternative is \(x_3 > x_2 > x_4 > x_1,\) and the optimal alternative is \(x_3.\) 7.2. The Consensus Feedback without considering the Adjustment Willingness. Similar to Section 7.1, the proposed consensus model is executed without considering the adjustment willingness. Therefore, Step 8 and Step 9 of
<table>
<thead>
<tr>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
<th>$e_6$</th>
<th>$e_7$</th>
<th>$e_8$</th>
<th>$e_9$</th>
<th>$e_{10}$</th>
<th>$e_{11}$</th>
<th>$e_{12}$</th>
<th>$e_{13}$</th>
<th>$e_{14}$</th>
<th>$e_{15}$</th>
<th>$e_{16}$</th>
<th>$e_{17}$</th>
<th>$e_{18}$</th>
<th>$e_{19}$</th>
<th>$e_{20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8910</td>
<td>0.9511</td>
<td>0.9511</td>
<td>0.7071</td>
<td>0.9239</td>
<td>0.7071</td>
<td>0.9511</td>
<td>0.9724</td>
<td>0.9877</td>
<td>0.9239</td>
<td>1.000</td>
<td>0.9511</td>
<td>0.8090</td>
<td>0.9511</td>
<td>0.9877</td>
<td>0.7604</td>
<td>0.8090</td>
<td>0.9511</td>
<td>0.9511</td>
<td></td>
</tr>
</tbody>
</table>

Table 10: The unit adjustment cost without considering the interactive weights.
Algorithm 2 are missing, and Algorithm 4 is no longer available. The analyses process is shown as follows:

**Step 1-B.** The content of this part is the same as the Step 1 of Section 6.2.

**Step 2-B.** The subgroups’ original evaluation matrices do not change. But the weight determination process and results are changed and shown in Table 14.

**Step 3-B.** Due to the adjustment willingness of the DM is missing, the unit adjustment cost is not affected by the allowed modification range. Thus, the determination method of the unit adjustment cost is simplified, that is,

\[ cm = 1 - \sin \frac{\pi \cdot \rho_m}{2}. \]  

The unit adjustment cost without considering the adjustment willingness can be derived and shown in Table 15.

**Step 4-B.** The computation results of the current consensus level and other information and the consensus threshold are reported in Tables 16 and 17, respectively.

Apparently, \( GCL^0 = GCL^* = 0.8306 < \delta = 0.8592 \), the consensus feedback then should be executed. In this subsection, a novel adjustment rule is used, and the details are carried out as follows.
Table 15: The unit adjustment cost without considering the adjustment willingness.

<table>
<thead>
<tr>
<th>$c_m$</th>
<th>0.2929</th>
<th>0.1090</th>
<th>0.5460</th>
<th>0.0489</th>
<th>0.1090</th>
<th>0.2929</th>
<th>0.1910</th>
<th>0.1910</th>
<th>0.2929</th>
<th>0.4122</th>
<th>0.0489</th>
<th>0.1910</th>
<th>0.1910</th>
<th>0.0489</th>
<th>0.5460</th>
<th>0.0489</th>
<th>0.0489</th>
<th>0.1090</th>
<th>0.1090</th>
<th>0.1910</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_5$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_7$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_9$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{11}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{12}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{13}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{14}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{15}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{16}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{17}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{18}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{19}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$e_{20}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Suppose that the evaluation matrices of the DM and the subgroup to be adjusted are $Q^*_M$ and $Q^*_Gk$, then the adjusted evaluation matrix of the DM is $Q^*_M + \sqrt{\frac{1}{2}} Q^*_Gk$. The adjustment process of the consensus level is shown in Tables 18 and 19, respectively.

In this consensus feedback process, the maximum adjustment round $T$ is 2.

\textbf{Step 5-B.} Based on the above calculation results, the group’s evaluation information is obtained, that is, $Q^G$

\[ Q^G = \begin{bmatrix} 0.4778 & 0.3980 & 0.4514 & 0.5245 & 0.5098 \\ 0.6044 & 0.4873 & 0.4753 & 0.5670 & 0.4702 \\ 0.6664 & 0.4722 & 0.6385 & 0.7044 & 0.6031 \\ 0.5074 & 0.4328 & 0.5677 & 0.4655 & 0.4097 \end{bmatrix} \]

and the score value for each alternative can be derived by equation (3), that is $s(x1) = 0.4713$, $s(x2) = 0.5263$, $s(x3) = 0.6223$, and $s(x4) = 0.4843$. Furthermore, the ranking of the alternative is $x3 > x2 > x4 > x1$, and the optimal alternative is $x3$.

7.3. Discussion. Based on the above introduction, the differences between the proposed model and without considering the interactive weights, the proposed model and without the experts’ adjustment willingness are shown as follows.
7.3.1. The Subgroups’ Consensus Level. The proposed model, without considering the interactive weights, and without the experts’ adjustment willingness of the subgroups’ consensus levels are shown in Figure 2. Specifically, the ranking of the initial consensus level is $CL_3 > CL_4 > CL_2 > CL_1 > CL_5$ in the models M-1 and M-3 while model M-2 is $CL_3 > CL_2 > CL_4 > CL_1 > CL_5$. The consensus levels of the subgroups G3 and G5 of the M-1 and M-3 are 0.9600 and 0.7707, respectively, while the M-2 are 1.0000 and 0.8584.

For the model M-2, the stage showing the decision results to experts is omitted in the process of weight determination. Hence, the decision information is not fed back to DM in time, and the decision-maker’s attitude towards the decision information is not obtained. Although the consensus level of the M-2 is higher than the M-1 (i.e. the proposed model), the calculation of consensus level is inaccurate and partial. Therefore, the decision-making result cannot fully represent the wishes and attitudes of the DMs.

For the model M-3, the stage reflecting the DMs’ adjustment willingness information is removed. Thus, the adjustment attitude of DMs to their own evaluation information cannot be known, and the lack and distortion of the DMs’ evaluation information may lead. Although the consensus level for each subgroup of the M-3 is very similar with the M-1, the DMs’ adjustment willingness (i.e. the stubborn degree to their own opinion) is omitted, and the acquisition of consensus level is not scientific and reasonable. Therefore, it may lead to the unreasonable decision-making result due to the DMs’ opinion is distorted or ignored.

7.3.2. The Changes of the Group Consensus Level $GCL_t$ and the Adjustment Cost. The proposed model, without considering the interactive weights, and without the experts’ adjustment willingness of the group consensus level $GCL_t$ and the adjustment cost are record in Table 20.

For the model M-2, after 2 rounds of the consensus feedback process, the consensus threshold and an acceptable consensus level has been reached. Due to the lack of timely attitude of DMs towards decision-making information, the satisfaction degree for each DM is not obtained. Also, the consensus level of the subgroup does not involve the harmonious degree, namely the recognition of the subgroup is not presented. Therefore, the consensus level of the M-2 improves faster than the M-1 because it does not consider the harmonious degree of the subgroup. Meanwhile, the calculation method of the unit adjustment cost is partial, and the adjustment cost of the M-2 increases faster than the M-1 and then is inaccurate and unscientific. Therefore, the decision-making result of the M-1 is more reasonable than M-2.

For the model M-3, after 2 rounds of the consensus feedback process, the termination condition is satisfied and the final consensus level can be obtained. Due to the lack of timely attitude of DMs towards decision-making information, the satisfaction degree for each DM is not obtained. Also, the consensus level of the subgroup does not involve the harmonious degree, namely the recognition of the subgroup is not presented. Therefore, the consensus level of the M-3 improves slower than the M-1 and then is inaccurate and unscientific. Therefore, the decision-making result of the M-1 is more reasonable than M-2.

For the model M-3, after 2 rounds of the consensus feedback process, the termination condition is satisfied and the final consensus level can be obtained. Due to the lack of timely attitude of DMs towards decision-making information, the satisfaction degree for each DM is not obtained. Also, the consensus level of the subgroup does not involve the harmonious degree, namely the recognition of the subgroup is not presented. Therefore, the consensus level of the M-3 improves slower than the M-1 and then is inaccurate and unscientific. Therefore, the decision-making result of the M-1 is more reasonable than M-2.

Table 20: The change of $GCL_t$ and adjustment cost.

<table>
<thead>
<tr>
<th>Iteration ($t$)</th>
<th>The proposed model (M-1)</th>
<th>Without considering the interactive weights (M-2)</th>
<th>Without considering the experts’ adjustment willingness (M-3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Group consensus level</td>
<td>Adjustment cost</td>
<td>Group consensus level</td>
</tr>
<tr>
<td>$t = 0$</td>
<td>0.8302</td>
<td>0</td>
<td>0.8976</td>
</tr>
<tr>
<td>$t = 1$</td>
<td>0.8362</td>
<td>1.4830</td>
<td>0.9052</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>0.8410</td>
<td>2.8327</td>
<td>0.9108$^T$</td>
</tr>
<tr>
<td>$t = 3$</td>
<td>0.8446$^T$</td>
<td>4.169</td>
<td></td>
</tr>
<tr>
<td>$t = 4$</td>
<td>0.8489</td>
<td>5.1305</td>
<td></td>
</tr>
</tbody>
</table>

Note. For example, 0.8446$^T$ represents that the consensus level is 0.8446 at the third round of the iteration process and this stage is the last stage.

Figure 3: The unit adjustment cost with different $\theta$ for each DM.
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and then is inaccurate and unreasonable. From the perspective of the experts’ adjustment willingness, the decision-making result of the M-1 is more scientific than M-3. From the perspective of the experts’ adjustment willingness, the decision-making result of the M-1 is more scientific than M-3. In summary, it is apparent that both considering the interactive weights and the experts’ adjustment willingness for the CRP is not only very reasonable but imperative.

| Table 21: The group consensus levels for the different $\vartheta$. |
|---|---|---|---|---|---|---|
| Iteration ($t$) | $\vartheta = 0.1$ | $\vartheta = 0.3$ | $\vartheta = 0.5$ | $\vartheta = 0.7$ | $\vartheta = 0.9$ |
| (1) | (2) | (1) | (2) | (1) | (2) | (1) | (2) |
| 0 | 0.8302 | 0.8302 | 0.8302 | 0.8302 | 0.8302 | 0.8302 | 0.8302 | 0 |
| 1 | $0.8362^T$ | 0.8176 | $0.8362^T$ | 1.1848 | 0.8362 | 1.4830 | 0.8362 | 1.8242 | 0.8362 | 2.1651 |
| 2 | 0.8401 | 1.1272 | 0.8410 | 2.1228 | 0.8410 | 2.8327 | 0.8410 | 3.5855 | 0.8410 | 4.3381 |
| 3 | $0.8446^T$ | 4.4169 | $0.8446^T$ | 5.1305 | 0.8489 | 5.1305 | 0.8489 | 6.8996 | 0.8489 | 8.4117 |

Note. (1) and (2) represent the group consensus level and the adjustment cost, respectively. $0.8362^T$ represents that the consensus level is 0.8362 at the first round of the iteration process and this stage is the last stage.

| Table 22: The score for each alternative with different $\vartheta$. |
|---|---|---|---|---|
| $\vartheta$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ |
| 0.1 | 0.4741 | 0.5361 | 0.6293 | 0.4871 |
| 0.3 | 0.4743 | 0.5362 | 0.6291 | 0.4872 |
| 0.5 | 0.4739 | 0.5413 | 0.6383 | 0.4901 |
| 0.7 | 0.4743 | 0.5362 | 0.6291 | 0.4872 |
| 0.9 | 0.4738 | 0.5413 | 0.6383 | 0.4901 |

| Table 23: The consensus thresholds of the different $a$. |
|---|---|---|---|---|---|
| Consensus thresholds | $a = 0.6$ | $a = 0.7$ | $a = 0.8$ | $a = 0.9$ | $a = 1.0$ |
| $\delta_1$ | 0.7167 | 0.7527 | 0.7892 | 0.8259 | 0.8629 |
| $\delta_2$ | 0.9056 | 0.9177 | 0.9289 | 0.9392 | 0.9487 |
| $\delta$ | 0.8112 | 0.8352 | 0.8590 | 0.8825 | 0.9057 |

| Table 24: The group consensus levels and the adjustment costs of the different $a$. |
|---|---|---|---|---|---|---|---|---|
| Iteration ($t$) | $a = 0.6$ | $a = 0.7$ | $a = 0.8$ | $a = 0.9$ | $a = 1.0$ |
| (1) | (2) | (1) | (2) | (1) | (2) | (1) | (2) | (1) | (2) |
| 0 | 0.7644 | 0 | 0.7973 | 0 | 0.8302 | 0 | 0.8631 | 0 | 0.8960 | 0 |
| 1 | 0.7689 | 1.4830 | 0.8026 | 1.4830 | 0.8362 | 1.4830 | 0.8699 | 1.4830 | 0.9035 | 1.4830 |
| 2 | $0.7725^T$ | 2.8327 | 0.8067 | 2.8327 | 0.8410 | 2.8327 | 0.8752 | 2.8327 | 0.9094 $^T$ |
| 3 | 0.7860 | 4.4169 | 0.8099 $^T$ | 4.4169 | $0.8446^T$ | 4.4169 | 0.8793 | 4.4169 |
| 4 | 0.8137 | 5.1305 | 0.8489 | 5.1305 | 0.8841 $^T$ |

Note. (1) and (2) represent the group consensus level and the adjustment cost, respectively. $0.7725^T$ represents that the consensus level is 0.7725 at the second round of the iteration process and this stage is the last stage.

| Table 25: The score for each alternative with the difference value of $a$. |
|---|---|---|---|---|
| $a$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ |
| 0.6 | 0.4736 | 0.5423 | 0.6293 | 0.4871 |
| 0.7 | 0.4739 | 0.5413 | 0.6383 | 0.4901 |
| 0.8 | 0.4739 | 0.5413 | 0.6383 | 0.4901 |
| 0.9 | 0.4736 | 0.5384 | 0.6373 | 0.4918 |
| 1.0 | 0.4736 | 0.5423 | 0.6341 | 0.4895 |

Note. (1) and (2) represent the group consensus level and the adjustment cost, respectively. $0.7725^T$ represents that the consensus level is 0.7725 at the second round of the iteration process and this stage is the last stage.
8. Sensitivity Analysis

In this section, sensitivity analyses that the unit adjustment cost and the harmonious degree in the CRP, respectively, are presented in Section 8.1 and Section 8.2.

8.1. The Effect of the Unit Adjustment Cost cm in Consensus Feedback Process. In Section 6, the unit adjustment cost cm for each DM is obtained based on equation (22) and the value of $\theta$ is 0.5. In this subsection, a discussion based on the different unit adjustment cost is introduced. To further prove the rationality of the proposed consensus model, a sensitivity analysis is conducted with different values of $\theta = (0.1, 0.3, 0.5, 0.7, 0.9)$. The unit adjustment cost for each DM, the group consensus levels, and the score of the alternatives with different $\theta$ are recorded in Figure 3, Tables 21, and 22, respectively.

According to Figure 3, it is apparent that the unit adjustment cost cm increases with respect to the value of $\theta$ for each DM. For the different value of $\theta$, the unit adjustment cost between two decision makers may be different. For
Table 30: The adjusted evaluation information $Q^m = (q^m_{ij})_P \times N$ ($m = 1, \ldots, 20$) for each DM.

|     | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ | $f_1$ | $f_2$ | $f_3$ | $f_4$ | $f_5$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| x1  | 0.2   | 0.3   | 0.4   | 0.6   | 0.4   | 0.7   | 0.2   | 0.4   | 0.5   | 0.5   | 0.8   | 0.3   | 0.6   | 0.4   | 0.6   | 0.4   | 0.4   | 0.7   | 0.4   | 0.6   |
| x2  | 0.1   | 0.4   | 0.5   | 0.9   | 0.6   | 0.8   | 0.5   | 0.6   | 0.3   | 0.2   | 0.9   | 0.6   | 0.4   | 0.9   | 0.6   | 0.7   | 0.9   | 0.1   | 0.5   | 1.0   |
| x3  | 0.5   | 0.2   | 0.8   | 0.8   | 0.7   | 0.8   | 0.8   | 0.7   | 1.0   | 0.1   | 1.0   | 0.4   | 0.8   | 0.7   | 0.8   | 0.7   | 0.8   | 0.7   | 0.8   |
| x4  | 0.9   | 0.9   | 0.5   | 0.8   | 0.2   | 0.5   | 0.4   | 0.6   | 0.4   | 0.9   | 1.0   | 0.9   | 0.9   | 0.4   | 0.6   | 0.9   | 0.6   | 0.6   | 0.2   | 0.3   |
|     | x5   | 0.6   | 0.5   | 0.4   | 0.4   | 0.4   | 0.6   | 0.5   | 0.4   | 0.4   | 0.6   | 0.7   | 0.6   | 0.5   | 0.1   | 0.4364| 0.2892| 0.6764| 0.6970| 0.3965|
|     | e6   | 1.0   | 0.2   | 0.5   | 0.1   | 0.7   | 0.6   | 0.2   | 0.3   | 0.9   | 0.6   | 0.9   | 0.9   | 0.4   | 0.3   | 0.6   | 0.2437| 0.5357| 0.5593| 0.3308| 0.4751|
|     | e7   | 0.8   | 0.5   | 0.8   | 0.8   | 0.4   | 0.8   | 0.5   | 0.3   | 0.7   | 0.7   | 0.8   | 0.6   | 0.5   | 0.9   | 0.7   | 0.5751| 0.5630| 0.7244| 0.5985| 0.6619|
|     | e8   | 0.3   | 0.2   | 0.5   | 0.6   | 0.0   | 0.3   | 0.2   | 0.5   | 0.3   | 0.5   | 0.8   | 0.5   | 0.6   | 0.4   | 0.2   | 0.7112| 0.2555| 0.8798| 0.5538| 0.3387|
|     | e9   | 0.4   | 0.3   | 0.3   | 1.0   | 0.4   | 0.4   | 0.2   | 0.6   | 0.8   | 0.4   | 0.4   | 0.5   | 0.4   | 0.7   | 0.4   | 0.4   | 0.5   | 0.6   | 0.6   | 0.6   |
|     | e10  | 0.6   | 0.6   | 0.5   | 0.2   | 0.1   | 0.5   | 0.8   | 0.0   | 0.3   | 0.9   | 0.1   | 0.5   | 0.2   | 0.9   | 0.7   | 1.0   | 0.4   | 0.9   | 0.6   |
|     | e11  | 0.7   | 0.2   | 0.8   | 0.5   | 1.0   | 0.5   | 0.2   | 0.9   | 1.0   | 0.8   | 0.7   | 0.8   | 0.8   | 1.0   | 0.7   | 0.4   | 0.5   | 0.5   | 0.8   | 0.6   |
|     | e12  | 0.5   | 0.4   | 0.5   | 0.1   | 0.2   | 0.9   | 0.1   | 1.0   | 1.0   | 0.6   | 0.5   | 0.6   | 0.5   | 0.2   | 0.0   | 0.9   | 0.6   | 0.8   | 0.3   |
|     | e13  | 0.4   | 0.5   | 0.4   | 0.4   | 0.5   | 0.7   | 0.2   | 0.4   | 0.3   | 0.4   | 0.4   | 0.6   | 0.3   | 0.4   | 0.4   | 0.2   | 0.5   | 0.6   | 0.4   | 0.5   |
|     | e14  | 0.9   | 0.2   | 0.3   | 0.7   | 0.2   | 0.4   | 0.4   | 0.5   | 0.6   | 0.4   | 0.6   | 0.6   | 0.6   | 1.0   | 0.9   | 0.5   | 0.8   | 0.8   | 0.9   | 0.3   |
|     | e15  | 0.7   | 0.5   | 0.3   | 0.4   | 0.1   | 0.8   | 0.6   | 0.3   | 0.4   | 0.6   | 0.7   | 0.4   | 0.8   | 0.9   | 0.7   | 0.5   | 0.8   | 0.9   | 0.7   | 0.1   |
|     | e16  | 0.3   | 0.2   | 0.5   | 0.9   | 0.5   | 0.4   | 0.5   | 0.1   | 0.5   | 0.2   | 0.2   | 0.5   | 0.5   | 0.3   | 0.6   | 0.6   | 1.0   | 0.3   | 0.4   |
|     | e17  | 0.7   | 0.3   | 0.1   | 0.6   | 0.8   | 0.2   | 0.3   | 0.3   | 0.4   | 1.0   | 0.3231| 0.5079| 0.4733| 0.4305| 0.5579| 0.4729| 0.2596| 0.7000| 0.6962| 0.3000|
|     | e18  | 1.0   | 0.4   | 0.3   | 0.9   | 0.0   | 0.5   | 0.6   | 0.6   | 0.2   | 0.5   | 0.4982| 0.7710| 0.5173| 0.7000| 0.5137| 0.4000| 0.5453| 0.5751| 0.3657| 0.6000|
|     | e19  | 0.8   | 0   | 0.6   | 0.8   | 1.0   | 0.5   | 0.4   | 0.8   | 0.3   | 0.5   | 0.5111| 0.5725| 0.6880| 0.7259| 0.3000| 0.6753| 0.2729| 0.7577| 0.2000| 0.7853|
|     | e20  | 0.5   | 0.2   | 0.2   | 0.8   | 1.0   | 0.8   | 0.6   | 0.5   | 0.2   | 0.1   | 0.3566| 0.7425| 0.6586| 0.5686| 0.3297| 0.5000| 0.1901| 0.8477| 0.7000| 0.3223|
example, the unit adjustment costs of e14 and e15 are 0.5000 and 0.6775 when $\theta = 0.5$, respectively, while they are 0.8608 and 0.7827 when $\theta = 0.9$. In other words, $c_{14} < c_{15}$ when $\theta = 0.5$ while $c_{14} > c_{15}$ when $\theta = 0.9$. Therefore, we set a moderate value (i.e. $\theta = 0.5$) in the case study due to we cannot accurately obtain the importance of the experts’ adjustment willingness or the satisfaction degree. For Table 21, the termination round is the first stage when $\theta = 0.1$ and 0.3, while the termination round is the third stage when $\theta = 0.5$, 0.7, and 0.9. This is because with the increase of adjustment cost, there are more opportunities, however, if the adjustment cost is too high, it is unfavorable for the consensus feedback process. Therefore, setting $\theta = 0.5$ is reasonable in the case study.

Based on Table 22, we found that the scores for each alternative are very similar. Due to the different unit adjustment cost, the different value of $\theta$ may lead to different DM to be adjusted in the same stage. Therefore, it will be a small difference in the score of the alternative with the different $\theta$. However, the ranking of the alternatives is the same with the different $\theta$. Therefore, it means that setting $\theta = 0.5$ is reasonable in the case study, and the proposed consensus model considering both the interactive weights and the experts’ adjustment willingness is stability and rationality.

### 8.2. The Effect of Harmonious Degree in the Consensus Level Calculation

In Section 6, the consensus level for each subgroup is computed based on equation (14) and the value of $a$ is 0.8. To further prove the rationality and stability of the proposed consensus model, a sensitivity analysis is introduced with different values of $a = [0.6, 0.7, 0.8, 0.9, 1.0]$. The consensus thresholds, the group consensus levels and the adjustment costs, and the score of the alternatives with different values of $a$ are reported in Tables 23–25, respectively.

For Tables 23 and 24, it is apparent that the consensus thresholds and the initial group consensus levels increases with respect to $a$. Although the increase of the importance of the subgroups’ harmonious degree will lead to the decrease of the subgroups’ and the collective consensus level, it is very critical for the decision-making results. The consensus level of the subgroup not only represents the consistency of the opinion within subgroup, but also represents the DMs’ attitude towards the decision-making results and the satisfaction degree. Therefore, it is reasonable and imperative that the consensus level considers both the opinion’s consistency and the DMs’ attitude. Meanwhile, the final group consensus levels satisfies the equation $\text{CAR}_T \leq \text{CAR}_{T+1}$ when $a = 0.6, 0.7$ and 0.8, while that meets the equation $\text{GCL}_T \geq \delta$ when $a = 0.9$ and 1.0. This is because with the increase of a, the differences between the consensus threshold $\delta$ and the initial consensus level $\text{GCL}0$ decreases, the consensus termination conditions are easy to meet than before. For example, the difference between the consensus threshold $\delta$ and the initial consensus level $\text{GCL}0$ is 0.0468 when $a = 0.6$ while 0.0097 when $a = 1.0$. Hence, with the increase of $a$, the difference between the current $\text{GCL}T$ and $\delta$ is less and less. Also, the constraint condition $\text{CAR}_T \leq \text{CAR}_{T+1}$ can obtain the $\text{GCL}T$ faster. Therefore, it is reasonable that the importance of the harmonious degree is 0.2 (i.e. $a = 0.8$) in the case study, and the termination condition is necessary and rationality.

According to Table 25, we found that the scores of alternatives are the same when $a$ is 0.6 and 1.0, 0.7 and 0.8, respectively. This is because the iteration round is the same. Interestingly, the ranking of alternatives is the same when $a$ is different. It shows that the proposed consensus model is more stable and the decision-making result is more scientific.

### 9. Conclusion

In this study, we propose a consensus model of LSGDM considering the interactive weights’ determination and the experts’ adjustment willingness, and apply it to select the building of an earthquake shelter. The main contributions and innovations of this research are shown as follows:

1. We develop a novel method of weight determination, which considers the DMs’ attitude towards the decision-making results, thereby ensuring the effective participation of DMs. Moreover, to improve the rationality of LSGDM, the harmonious degree is conducted in the calculation of subgroups’ weight. It is of significance for the DMs more involved in the decision-making process and the decision-making result more reflect the willingness of DMs.

2. By considering the experts’ adjustment willingness, it is ensured that the evaluation information is less distorted or lost. Moreover, the unit adjustment cost is designed. Subsequently, to improve the efficiency of CRP, an identification rule combines the unit adjustment cost and the consensus level is presented to retain as much original information as possible in consensus feedback process, which can easily reach an acceptable level of consensus.

3. An objective calculation method of the consensus threshold is conducted, and then a termination condition that considers both the current consensus level and the consensus adjustment rate is designed to objectively terminate the CRP. It not only compares the current consensus level with consensus threshold but compares the consensus adjustment rate. As a result, this method can address the subjectivity and unreasonableness of the preset consensus threshold and the maximum number of iterations to a certain extent.

Despite several valuable findings obtained by our research, there remain some limitations that should be further dealt with in the future. In this study, in addition to the interactive weights of the proposed model, the professional knowledge background and decision-making experience and other individual attributes of DMs should be considered. Moreover, with the development of social networks, the relationship between DMs that become complex should be considered in LSGDM. Also, the behavioral factors (i.e.
the interval \([0, 1]\), so we have 0

\[
0 \leq \theta^m + \theta^m \leq 2
\]

and

\[
0 \leq \pi \cdot (\theta^m + \theta^m) / 4 \leq \pi / 2.
\]

For the function \(y = \cos(x)\), \(y\) is monotone decreasing when \(x\) is in the interval \([0, \pi / 2]\). Thus, we can obtain that the value of \(\cos(\pi \cdot x / 2)\) is in the interval \([0, 1]\). Then, the value of \(\rho_m\) is positive and in the interval \([0, 1]\). The function \(z = \sin(\pi \cdot x / 2)\) is monotone increasing when \(x\) is in the interval \([0, 1]\), so the value of \(z\) is in the interval \([0, 1]\). Therefore, the value of \(c_m\) is in the interval \([0, 1]\). \(\square\)

B: The Information Provided by Experts

The information provided by experts are reported in Tables 26–28. In this paper, the value range of \(\theta^m\) is from 0 to 1 (Tables 29 and 30).
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