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An integrated hog futures price forecasting model based on whale optimization algorithm (WOA), LightGBM, and Complete
Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) is proposed to overcome the limitations of a single
machine learning model with low prediction accuracy and insufficient model stability. .e simulation process begins with a grey
correlation analysis of the hog futures price index system in order to identify influencing factors; after that, the WOA-LightGBM
model is developed, and the WOA algorithm is used to optimize the LightGBM model parameters; and, finally, the residual
sequence is decomposed and corrected by using the CEEMDAN method to build a combined WOA-LightGBM-CEEMDAN
model. Furthermore, it is used for comparison experiments to check the validity of the model by using data from CSI 300 stock
index futures. Based on all experimental results, the proposed combined model shows the highest prediction accuracy, surpassing
the comparative model. .e model proposed in this study is accurate enough to meet the forecasting accuracy requirements and
provides an effective method for forecasting future prices.

1. Introduction

China’s futures market has grown rapidly in recent years. A
commodity future is a contract in which a certain number of
commodities will be delivered by an exchange at a future
time. As a form of risky investment and risky return, futures
trading is also a very important investment tool for inves-
tors. Meanwhile, the futures market can reasonably use and
gather a vast amount of social idle capital, which is valuable
to China’s market economy. For both companies and in-
vestors, an accurate prediction of prices in the futures
market is a key guide. Due to the fact that commodity futures
are influenced by a variety of factors, which can cause large
fluctuations in price, it is difficult to achieve accurate price

control. .erefore, the accurate prediction of futures prices
has become a hot research topic.

In the research on price forecasting in futures markets,
traditional econometric models are used along with machine
learning models. Futures prices are used as time series in
most econometric models, which employ statistical methods
to make linear forecasts. Common methods include
autoregressive integrated moving average (ARIMA) [1, 2]
and generalized autoregressive conditional hetero-
scedasticity (GARCH) [3, 4]. In contrast, the prices in the
futures market are often influenced by a variety of factors
along with the characteristics of nonstationarity, nonline-
arity, and high complexity, which can lead to large errors
when only making linear forecast [5, 6].
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By contrast with econometric models, machine learning
models are effective in mining and retaining the valuable
information in the data and in dealing with nonlinear data
effectively [7]. Artificial neural network (ANN) [8, 9],
support vector machine (SVM) [10, 11], long short-term
memory (LSTM) [12], and ensemble learning models are
some of the commonmodels. Ensemble learning models can
effectively combine the results of multiple base learners to
achieve secondary learning of the problem with high gen-
eralizability. .e ensemble learning model uses boosting to
train the base learner by serial learning..is strategy reduces
the prediction bias of the model and improves the algo-
rithm’s ability to fit. Zhang and Hamori [13] used extreme
gradient boosting (XGBoost) as an experimental model for
crude oil futures price forecasting, and the results showed
that the XGBoost model was able to achieve an accuracy rate
of 86%. Deng et al. [14] used XGBoost model to predict the
price of apple futures, and bagging ensemble learning was
used to further integrate and optimize the model in order to
reduce overfitting. To predict the LME nickel settlement
price, Gu et al. [5] employed the empirical wavelet transform
(EWT) and gradient boosting decision tree (GBDT). Luo
et al. [15] used genetic algorithm (GA) to optimize the
parameters of their GBDT model and predict copper and
soybean futures prices in China, which proved to be superior
to BP neural network and SVMmodels. In spite of the above
boosting algorithm’s advantages, there are some problems;
for example, the GBDT model takes too long to diagnose
when processing the data of complex samples, resulting in
low prediction efficiency [16]; the XGBoost model still
traverses the data set during the node splitting process,
increasing the computational burden. LightGBM is an
improved version of the GBDT model using a unique leaf-
wise growth strategy based on the maximum depth limit,
which can reduce more errors and get better accuracy while
using the same number of splits. While the histogram al-
gorithm of the LightGBM can improve model running ef-
ficiency while reducing memory footprint, it has not been
applied to the futures price forecasting problem as it has
been used in several fields [17–19].

In order to further improve machine learning models’
accuracy, most studies focus on the models themselves or
data but ignore the valuable information hidden in the
sequence of prediction residuals. .e information from
these hidden residual sequences can significantly enhance
the final prediction [20]. Usually, residual series resulting
from forecasting are a kind of time series with nonpure
randomness and autocorrelation, and the decomposition-
individual forecasting-ensemblemethod is a desirable way to
handle such characteristics. .e existing studies include
many decomposition methods, including variational mode
decomposition (VMD) [21, 22], wavelet transform (WT)
[23], and empirical mode decomposition (EMD). Among
them, the EMD method can decompose data into multiple
intrinsic mode functions (IMF) according to the data
characteristics, which has a better ability to decompose for
nonlinear and nonsmooth data and can effectively extract
the characteristics of the data at different frequency scales
[24]. EMD, however, is prone to the phenomenon of modal

mixing during decomposition, which affects its decompo-
sition performance. Wu [25] proposed ensemble empirical
mode decomposition (EEMD) to improve the EMD, which
can effectively solve the modal mixing problem by adding
Gaussian white noise to the original signal, but there is still
residual Gaussian white noise in the decomposed IMFs,
resulting in incorrect reconstruction. To improve EEMD,
Torres proposed the CEEMDAN method [26]. CEEMDAN
adds adaptive white noise at each stage, which effectively
overcomes EEMD’s large reconstruction error. CEEMDAN
has been used in several areas of forecasting because of its
advantages. Zhang et al. [27] applied the CEEMDAN
method to decompose wind speed series and used a neural
network model to predict each IMF component, and finally
the prediction results of each component were combined,
and the experimental results showed that the method could
effectively improve forecast accuracy. Wang et al. [28]
combined CEEMDAN decomposition method and GRU
neural network to predict natural gas price. .e CEEMDAN
decomposition method was used by Zhao and Chen [29] to
decompose the carbon price, and the extreme learning
machine (ELM) model was optimized with the improved
sparrow algorithm to forecast each IMF component, and the
results showed that the combined approach can effectively
improve the forecasting accuracy. In their study, Cao et al.
[30] established an EMD-LSTM model and a CEEMDAN-
LSTM model to forecast stock market prices, and, based on
empirical analysis, the CEEMDAN-LSTM model had more
accurate predictions.

Following the above analysis, this paper uses the
LightGBM model to forecast the futures price and the
whale optimization algorithm (WOA) to select the
hyperparameters of the model. For further improvement
of the model prediction results, the CEEMDAN decom-
position method is used to decompose the residual series
of the predictions of LightGBM. As the support vector
regression (SVR) model has better nonlinear fitting and
generalization ability, it is used to predict each component
generated by CEEMDAN, and the results are combined
after the prediction is completed, resulting in a combined
WOA-LightGBM-CEEMDAN model. A combined fore-
casting model is used to forecast the price of hog futures in
China. We selected hog futures prices as the subject of this
paper for two main reasons. Firstly, hogs are one of the
most important agricultural products in China, and they
provide a significant percentage of the country’s meat
consumption. According to data published by the Na-
tional Bureau of Statistics, pork accounted for more than
75% of China’s total meat consumption from 2013 to 2019
[31]. In any case, the dramatic fluctuations in the price of
pork have had a significant impact on both the balance of
supply and demand on the market as well as on both
farmers and consumers. In the futures market, there are
functions of price discovery and hedge, which can miti-
gate the economic loss caused by price fluctuation, bring
income to investors, and help farmers to adjust the scale of
pig breeding appropriately so that economic benefits are
maximized. As a result, it is imperative to produce ac-
curate forecasts for hog futures prices in order to stabilize
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hog market prices and maintain a balance between supply
and demand. Furthermore, in comparison to other types
of price data, the price of hog futures is influenced to a
greater degree by market supply and demand and is
relatively less influenced by government macrocontrol,
while the price data is to some degree influenced by the
cycle. Finally, on January 8, 2021, hog futures will be listed
and traded in mainland China. Currently, there is less
discussion on predicting hog futures, and the model in
this study is used to predict hog futures prices in China,
which has some significance for future research of the
same type.

.e following are the main steps in this paper for
forecasting the hog futures price. To begin with, we establish
a system of hog futures price indexes and employ a grey
correlation analysis to identify the main factors affecting the
futures price of hogs, thereby improving the model’s pre-
diction accuracy. Additionally, LightGBM is used to es-
tablish a hog futures price forecasting model, and WOA is
used to optimize model parameters in order to eliminate
forecasting errors caused by the parameter settings of
LightGBM. Furthermore, in order to improve the model
prediction accuracy, the CEEMDAN method is used to
correct the residual series of LightGBM prediction results in
order to construct a combined WOA-LightGBM-CEEM-
DAN model.

.e remainder of this paper is organized as follows. .e
second section provides an introduction to the LightGBM
model, WOA, and CEEMDAN, followed by a description of
the implementation steps of the combination model in this
paper. In Section 3, we describe the prediction index system
and data used in this paper and provide the parameter
settings for the model. Our experimental analysis and dis-
cussion of hog futures prices are presented in Section 4. In
Section 5, we summarize some conclusions and suggest
directions for future research.

2. Materials and Methods

2.1. LightGBM. .e LightGBM model, developed by
Microsoft, is an open-source gradient boosting model based
on decision trees. .e LightGBM model is also capable of
parallel learning, similar to the XGBoost model. LightGBM,
however, has the advantage of a faster training rate and less
memory consumption compared to XGBoost [32].

Consider a set of data sets M � xi, yi 
N

1 , in which x�

{x1, . . ., xn} is the input to the model and y is the prediction
label. .e model function is F(x) and the loss function is L(y,
F(x)). In gradient boosting, the negative gradient of the loss
function L is used instead of the residuals to determine the
value of the current model function F(x). Taking gij as the
negative gradient of the jth iteration, we obtain

gij � −
zL yi, F xi( ( 

zF xi( 
 

F(x)�Fj−1(x)

. (1)

If h(x) is the weak learner, then h(x) should be used to fit
the negative gradient of the loss function to find the best fit
value as follows:

gj � argmin
g

L yi, Fj−1 xi(  + ghj xi(  . (2)

.e model update formula is defined as follows:

Fj(x) � Fj−1(x) + gjhj(x). (3)

In the above approach, gradient boosting is updated
iteratively; one weak learner is trained at a time. After the
iterations are completed, the weak learners are added to-
gether to obtain the strong learner.

To accelerate the training of the gradient boosting
framework model without compromising accuracy, the
LightGBM model uses a number of optimization methods,
the most prominent of which is the histogram algorithm as
well as the leaf-wise growth strategy with depth constraints.

In the LightGBM model, the histogram algorithm is a
method of discretizing data, which reduces the computa-
tional cost and memory consumption, thus improving its
efficiency.

.e decision tree growth strategy used in the traditional
gradient boosting framework model is a very inefficient
layer-by-layer growth strategy, since it treats the subleaves of
the same layer in an indiscriminate way, causing unneces-
sary model runs and thus increasing the burden on the
model. Leaf-wise growth strategy with depth limit finds the
leaf with the highest splitting gain from all the current leaves,
then splits, and so forth. With the same number of splits as
the layer-by-layer growth strategy, the leaf-wise growth
strategy can effectively reduce errors and increase prediction
accuracy. In addition, LightGBM includes amaximumdepth
limit that enables the model to achieve maximum prediction
accuracy while preventing overfitting.

2.2.Whale OptimizationAlgorithm. .e whale optimization
algorithm [33] (WOA) is a population intelligence algorithm
developed by Australian scientist Mirjalili and Lewis in 2016.
.e purpose of the algorithm is to determine optimal target
parameters by simulating the feeding behavior of humpback
whales. In the WOA algorithm, the location of each
humpback whale represents a viable solution for a set of
parameters, and changes in location are made in three
different ways: encircling prey, spiral search, and random
search.

2.2.1. Encircling Prey. .ewhales first share the information
about the location of the searched prey as a group, with the
location of the prey or the closest whale to the prey regarded
as the optimal solution, and then they approach the whale
that is currently closest to the prey’s location, thus con-
tracting its encirclement. .is behavior is defined as follows:

X(t + 1) � X
∗
(t) − A · D,

D � C · X
∗
(t) − X(t)


.

⎧⎨

⎩ (4)

.e position of the killer whale is X; X∗(t) is the current
optimal position of the whale; t is the current number of
iterations; A and C are the coefficient matrices, and the
expressions are
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A � 2a · r1 − a,

C � 2r2,

a � 2 −
2t

tmax
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

.ere are two random numbers, r1 and r2, taking values
ranging from 0 to 1; a is the convergence factor, linearly
decreasing from 2 to 0; and tmax is the global maximum
number of iterations.

2.2.2. Spiral Search. In the search phase, the whale ap-
proaches its prey along an ascending spiral, and the
mathematical expression for this phase is

X(t + 1) � X
∗
(t) + D · e

bl cos(2πl),

D � C · X
∗
(t) − X(t)


.

⎧⎨

⎩ (6)

In this scenario, b is a constant parameter determining
the shape of the spiral, and l is a uniformly distributed
random number varying from −1 to 1.

During rotational search, the whale contracts its enve-
lope to approach its prey. By assuming that each has a 50%
probability of rotational search and envelope contraction,
the expression can be defined as follows:

X(t + 1) �
X
∗
(t) − A · D, p< 0.5,

X
∗
(t) + D · e

bl cos(2πl), p≥ 0.5,

⎧⎨

⎩ (7)

where p is a random number with values ranging from 0 to 1.

2.2.3. Random Search. For the purpose of enhancing the
global search capability of the whale, WOA has also de-
veloped a random search algorithm to further increase the
search range.When |A|≥ 1, the whale is outside the envelope
and the whale moves away from the current optimal solution
and performs a random search. Conversely, when |A|< 1, a
spiral search is used to update the position. .e expressions
can be defined as follows:

X(t + 1) � Xrand(t) − A · D
∗
,

D
∗

� CXrand(t) − X(t)


,

⎧⎨

⎩ (8)

where Xrand(t) is the random position of the whale.

2.3. WOA-LightGBM. Model parameters have a consider-
able influence on model prediction effects, and there are
many parameters in the LightGBM model which affect the
model in different ways. .erefore, this paper borrows from
the previous study [34] to set the LightGBM parameters to
be searched for, that is, the number of boosted trees to fit
(n_estimators), the learning rate (learning_rate), maximum
tree depth for base learners (max_depth), andmaximum tree
leaves for base learners (num_leaves). By using the pa-
rameters of the LightGBM model as the position vectors of
each whale, the WOA seeks the global optimal position in

the algorithm through iterative search and outputs it as the
final parameters of the LightGBM model. .e specific
processes are as follows:

Step 1: Initialize the whale optimization algorithm. Set
the number of whale populations, the maximum
number of iterations, and the whale search area
boundaries for the WOA algorithm.
Step 2: Set up the fitness function. In the WOA al-
gorithm, first, the position of the current population is
randomly initialized within the boundary range, then
the fitness function is used to calculate the fitness value
for each whale in the current population, and then the
whale with the smallest fitness value is chosen as the
global optimal solution for the current population. In
the LightGBM model, the fitness function is selected as
the mean square error function, and the specific ex-
pression is as follows:

f xi(  �
1
n



n

j�1
θi,j − θi,j 

2
, (9)

where xi is the location of the ith individual whale, θi,j is
the corresponding jth true value in the ith individual,
and θi,j is the predicted value derived from the
LightGBM model based on the parameters set for xi.
Step 3: Maintain the position of individual whales
according to the three methods of encircling prey,
spiral search, and random search within the WOA, and
control all whales within a predetermined boundary;.
Step 4: Upon completion of the position update, the
whale position is input into the fitness function in order
to calculate the fitness result, and the optimal whale
position is selected as the current global optimal
solution.
Step 5: Repeat Step 3 and Step 4 until the algorithm has
reached the maximum number of iterations.
Step 6: Output the final WOA algorithm search results
and integrate them into the LightGBM model for
modeling predictions.

.e flow chart of the above steps is depicted in Figure 1.

2.4. CEEMDAN Residual Correction Model. Despite the fact
that the LightGBM model for hog futures price forecasting
can utilize historical time data to obtain better results, there
are still a number of residual series that display nonlinearity
and large degrees of randomness. .erefore, a method for
forecasting and correcting the residual series is needed to
improve the model’s forecasting accuracy.

EMD is a technique for decomposing nonlinear, non-
smooth sequences into IMFs components with different
fluctuation scales; however, it is susceptible to modal mixing
when decomposing the signals, which interferes with the
decomposition process. EEMD can effectively resolve the
modal mixing phenomenon by adding Gaussian white noise
to the original signal; however, there is still Gaussian white
noise present in the components of the IMF decomposed by
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the EEMD method, which can lead to errors during re-
construction. Due to this, the CEEMDAN [26] method
proposed by Torres incorporates adaptive white noise at
each stage in order to overcome the large reconstruction
error of the EEMD method. .erefore, the CEEMDAN
method is employed in this study in order to decompose the
residual series and predict each IMFs component as well as
the trend term component separately.

CEEMDAN can be decomposed into the following steps:

Step 1: Obtain the residual series..eWOA-LightGBM
model is used to model and forecast the hog futures
price, and the residual series is obtained by calculating

the difference between the forecast results and the true
values:

y(t) � Yreal − Ypr, (10)

where y(t) symbolizes the residual series; Yreal is the
true value of hog futures; and Ypr is the forecast value
derived by the WOA-LightGBM model.
Step 2: An adaptive Gaussian white noise sequence is
added to the original sequence to obtain the new se-
quence with noise:

yi(t) � y(t) + σni(t), i � 1, 2, . . . N. (11)

Initialize the algorithm parameters
of WOA

Start

Initialize the whale position and
calculate the fitness value

The optimal position of the current
population is obtained based on the

result of the fitness value

P<0.5

Update whale locations
according to the encircling

prey

Update whale locations according
to the spiral search 

Yes No

Update whale location
according to random search

Yes No

|A|<1

Update global optimal
position and fitness values

Reach the maximum
number of iterations

Output the best global
position

Obtain LightGBM
optimal parameters

End

Yes

NoG=G+1

Figure 1: Flow chart of WOA-LightGBM model pred.

Complexity 5



y(t) represents the original residual sequence; yi(t)

represents the new sequence with white noise added to
it; ni(t) denotes the white noise added to the original
data; σ denotes the adaptive coefficient.
Step 3: On the new sequence M, the EMD decompo-
sition is applied after the addition of white noise to
obtain N IMFs, and the first IMF of CEEMDAN can be
derived by averaging the N modal components as
follows:

imf1(t) �
1
N



N

i�1
imf1i(t). (12)

Hence, R1(t) is the residual component at this point:

R1(t) � yi(t) − imf1′(t). (13)

Step 4: .e adaptive white noise sequence σni(t) is
added to R1(t) to form a new sequence with noise
R1(t) + σE1(ni(t)), where Ej(∙) is the jth eigenmodal
component obtained from the EMD decomposition. By
decomposing the new series with the EMD and aver-
aging, the second IMF and the residual component are
obtained.

imf2(t) �
1
N



N

i�1
E1 R1(t) + σ1E1 ni(t)( ( ,

R2(t) � R1(t) − imf2′(t).

(14)

Step 5: Repeat the three preceding steps in order to
obtain the j+ 1th IMF and the jth residual component.

imfj+1(t) �
1
N



N

i�1
E1 Rj(t) + σjEj ni(t)(  ,

Rj(t) � Rj−1(t) − imf j
′(t).

(15)

Step 6: .is procedure is repeated until the CEEMDAN
is terminated when the remaining components cannot
be decomposed by EMD, and, finally, the original se-
quence y(t) is decomposed into multiple IMFs and a
residual component.

y(t) �  imf(t) + Res(t). (16)

Once CEEMDAN has decomposed the original series,
all IMFs and residual components are predicted separately
using appropriate prediction models, and then the indi-
vidual predictions are linearly combined to determine the
final residual prediction. With regard to prediction
methods, SVR is an algorithm used for regression mod-
eling by SVM, which has a strong ability to generalize to
data that are nonlinear and have stochastic fluctuations
[35]. .erefore, in this study, SVR is used to predict each
IMF as well as the residual components generated by
CEEMDAN separately.

2.5. WOA-LightGBM-CEEMDAN. .e aim of this study is
to improve the forecasting performance of the hog futures
price by combining WOA, LightGBM, and CEEMDAN
models to formulate the WOA-LightGBM-CEEMDAN
model. Here are the specific steps for implementation:

Step 1: Data preprocessing. Preprocess the data and
divide it into training sets and testing sets.
Step 2: Obtain the preliminary fitted values. Establish
the LightGBM model for forecasting the hog futures
price, employ the WOA algorithm to determine the
parameters of the model, and then use the optimized
model to estimate the preliminary price of the hog
futures and obtain the preliminary fitted value.
Step 3: Obtain the residual series..e preliminary fitted
value results are compared with the original data, and
residual series are derived. .e specific formula is as
follows:

Δ ti(  � yreal ti(  − yLGB ti( , i � 1, 2, . . . , N, (17)

whereΔ(ti) represents the residual series value; yreal(ti)

represents the true value; and yLGB(ti) represents the
prediction result of the WOA-LightGBM model.
Step 4: .e residual series are brought into CEEMDAN
for modal decomposition in order to obtain the IMF
components of different frequencies with number n, as
well as a trend component.
Step 5: .e SVR model is used to predict each com-
ponent of CEEMDAN separately, and the results are
combined to obtain the final residual prediction value
Δ(ti) after the prediction has been completed.
Step 6: Residual correction is performed on the WOA-
LightGBM model. After combining the residual pre-
diction results from the WOA-LightGBM model and
the preliminary fitting results obtained from theWOA-
LightGBMmodel, we obtain residual correction results
for the combined final model:

y ti(  � Δ ti(  + yLGB ti( , i � 1, 2, . . . , N. (18)

An intuitive implementation flow chart is shown in
Figure 2.

3. Data Description

3.1. Impact Factors of Hog Futures. Hog futures prices are
influenced by a variety of factors..e purpose of this paper is
to identify primary indicators of hog futures price from three
perspectives: supply, demand, and futures market.

Among the supply factors, the price of piglets is an
important input before pig slaughtering, and changes in
piglet prices will directly affect the cost of production of pigs.
.e price of sows directly influences the number and price of
piglets, which impacts the cost of pig breeding. Feed is
another important input for hog production, and changes in
feed prices will have an impact on the size of production.

At the level of demand factors, when the price of pork
exceeds consumers’ psychological expectations, they will
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prefer alternatives with lower prices, so the price of alter-
natives will directly affect the consumption of pork and
therefore the price of hogs.

At the level of futures market factors, volume and open
interest can accurately reflect the relationship between
supply and demand as well as the volatility of the futures
market, while providing helpful information in predicting
the overall trend of the market. Basis is the difference be-
tween the spot price and the futures price and is a dynamic
indicator of the actual change between the two prices; basis
changes directly impact the effectiveness of the hedge. .e
spot price is the foundation of the futures price. .e spot
price always appears prior to the futures price, while, at the
same time, the delivery price of the futures price is always
based on the spot transaction price.

.e sow price considered in this study is the national
binary 50 kg sow price; the corn and soybean meal prices are
used to represent feed prices; and the beef price and lamb
price are used to represent alternative prices. Table 1 pro-
vides detailed indicators for each classification.

3.2. Grey Relation Analysis. Grey relation analysis (GRA) is
used to further screen the indicators in order to improve
their accuracy and reduce their error. .e GRA [36] method
measures the degree of association between the reference
and comparison series through grey correlation..e specific
calculation process is as follows:

Step 1: Take the hog futures price data Yi � {yi1, yi2, . . .,
yin} (i� 1, 2, . . ., n) as the reference series and the
influencing factors Xj � {xj1, xj2, . . ., xjn} (j� 1, 2, . . ., n)
in Table 1 as the comparison series.
Step 2: Calculate the grey correlation coefficients for
each reference sequence and comparison sequence..e
calculation formula is

ξij(k) �

min
i

min
k

xj(k) − yi(k)


 + ρ · max
i

max
k

xj(k) − yi(k)




xj(k) − yi(k)


 + ρ · max
i

max
k

xj(k) − yi(k)



.

(19)

ρ is a resolution factor that takes values between 0 and
1. For this paper, we take ρ� 0.5; i� 1, 2, . . ., n, j� 1, 2,
. . ., n; k� 1, 2, . . ., n.
Step 3: Calculate the correlation:

rij �
1
n



n

k�1
ξij(k). (20)

rij is the correlation index value between the reference
series and the comparison series. An index value close to 1
indicates a higher degree of correlation between the com-
parison series and the reference series.

Import Data

Data pre-processing

Build the LightGBM model

Test model forecasting performance

Achieve optimal
prediction accuracy?

Optimal LightGBM model

Yes

No

WOA

LightGBM
forecasting results

Residual
sequences

Residual projected
results

Hog futures price final forecasting results

CEEMDAN

IMF1 … IMFn Res

SVR … SVR SVR

Result 1 … Result n Result n+1

Component Predictive Value Reconstruction

Output results

Figure 2: Structure flow chart of WOA-LightGBM-CEEMDAN.
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Table 2 shows the GRA results for hog futures price
influencing factors. Among the many indicators, the factors
with grey correlations less than 0.7 were removed in this
paper, and the ultimate hog futures price influencing factors
indicator system is shown in Table 3.

3.3. Data Source. .is paper forecasts hog futures prices and
establishes the influencing factors from three perspectives:
supply, demand, and futures markets. Since hog futures are
listed and traded on the Dalian Commodity Exchange on
January 8, 2021, the data time points are all selected as daily
data from January 8, 2021, to July 22, 2021, for a total of 129
samples for simulation experiments. In the experiments, 70%
of the data are used as training data and 30% as testing data.
Among them, except for lamb price and beef price fromWind
database, other indicators are published on Huarong Rongda
data analyst website (https://dt.hrrdqh.com/). Based on the
above data, piglet price and sow price are weekly data, which
were converted into daily data by using the EViews software.
Table 4 presents descriptive statistics for each indicator.

3.4. Experiment Preparation

3.4.1. Model Evaluation. .e mean square error (MSE), the
mean absolute error (MAE), the root mean square per-
centage error (RMSPE), the mean absolute percentage error
(MAPE), R-square (R2), and directional accuracy (DA) [37]
are selected as the model evaluation functions. In general,
when the values of MSE, MAE, RMSPE, and MAPE indi-
cators are smaller and the values of R2 and DA indicators are
larger, the model predicts better and vice versa. Here is the
formula for the functions:

MSE �
1
n



n

i�1
yi − yi( 

2
,

MAE �
1
n



n

i�1
yi − yi


,

RMSPE �

������������������

1
n



n

i�1

yi − yi

yi





2

∗ 100%




,

MAPE �
1
n



n

i�1

yi − yi

yi




∗ 100%,

R
2

� 1 −


n
i�1 yi − yi( 

2


n
i�1 yi − yi( 

2,

DA �
1
N



N

i�1
a(i) × 100%.

(21)

In the above formula, N denotes the number of samples in
the test set; yi is the true value; yi is the forecasting result;
when (y(i + 1) − y(i))(y(i + 1) − y(i))≥ 0, a(i) � 1; oth-
erwise, a(i) � 0.

3.4.2. Data Preprocessing. Based on the descriptive statistics
shown in Table 4, it appears that the order of magnitude of
the factors varies due to the different units. To avoid pre-
diction errors due to the order of magnitude of the data, all
predicted data are normalized by using the following
equation:

x
∗

�
x − xmin

xmax − xmin
, (22)

where x∗ is the normalized data value; x is the input data,
and xmin and xmax are the minimum and maximum values of
the input data.

3.4.3. Model Parameters Setting. To analyze and compare
the model prediction performance, multiple algorithms were
used to measure the prediction effect of the WOA-
LightGBM-CEEMDAN model. For the single model, SVR,
BPNN, extreme learning machine (ELM), GBDT, and
XGBoost models are selected to compare and analyze the
prediction performance of LightGBM. In terms of WOA
algorithm performance, the grey wolf optimization (GWO)
algorithm is selected to optimize the LightGBM model
(GWO-LightGBM) to analyze and compare the WOA-
LightGBM. As to the prediction effect of the residual cor-
rection combination model, WOA-LightGBM-EEMD,
which uses EEMDmethod to decompose the residual series,
and WOA-LightGBM-SVR, which directly performs SVR
model prediction without decomposing the residual series
first, are used as comparative analysis models.

For the above model, given that GBDT and XGBoost
have many parameters, the model parameters selection of
literature [34] is used to select parameter values. We select
the number of boosting stages to perform (n_estimators),
boosting learning rate (learning_rate), the minimum
number of samples required to split an internal node
(min_samples_split), and the minimum number of samples
required to be at a leaf node (min_samples_leaf) in the
GBDT model as the parameters to be searched for. In the
XGBoost model, number of gradient boosted trees (n_es-
timators), boosting learning rate (learning_rate), maximum
tree depth for base learners (max_depth), subsample ratio of
the training instance (subsample), and subsample ratio of
columns when constructing each tree (colsample_bytree) are
selected as the parameters to be searched for.

.e specific parameters of each model are shown in
Table 5.

4. Results Discussion

4.1. Analysis of the Preliminary Fitting Performance of WOA-
LightGBM. Figure 3 illustrates WOA-LightGBM’s prelim-
inary performance on the testing set for predicting hog
futures prices. Figure 3 illustrates the fact that while the
WOA-LightGBMmodel can predict the trend of hog futures
prices reasonably well, it cannot predict the exact futures
prices, and there are still a series of residuals. .erefore,
CEEMDAN is used to decompose the residual series gen-
erated by WOA-LightGBM.
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.e specific methods of CEEMDAN are as follows:

Step 1: .e WOA-LightGBM model is predicted sep-
arately for the training and testing sets to obtain the
prediction results for the entire sample length.
Step 2: .e WOA-LightGBM model predictions are
subtracted from the true value series to obtain the
model residual series, and CEEMDAN is used to de-
compose the residual series into IMFs and residual
components.
Step 3: For each component, the SVR model is trained
using 70% of the residual series, and the remaining 30%
is used for prediction.
Step 4:.e prediction results of the SVRmodel for each
component are summed to obtain the final residual
prediction results for the test set.

Figure 4 displays the results of the CEEMDAN de-
composition of the total sample length, with a total of four
IMFs and one residual component.

4.2. Analysis of Model Prediction Performance. Figure 5 and
Table 6 illustrate the fitting curves of each model for the hog
futures prices in the testing set sample and the prediction
performance for the six evaluation indicators, respectively.
.is analysis leads to the following conclusions.

.e WOA-LightGBM model is optimal for one-model
prediction, which can be attributed primarily to the fol-
lowing factors. Firstly, SVR, ELM, and BPNN models relate
to a single machine learning algorithm, while LightGBM
belongs to a boosting ensemble learning framework, which
can effectively improve the prediction accuracy and gen-
eralization ability of the model by combining the predictions
of multiple base learner algorithms. Secondly, compared
with GBDTand XGBoost, which are part of the decision tree
framework, LightGBM’s unique leaf-wise subleaf growth
strategy may effectively improve the prediction efficiency of
the algorithm, while the depth limit may effectively prevent
the overfitting problem of the model.

As for the optimization performance of the WOA, the
prediction results of the GWO-LightGBM model and the
WOA-LightGBM model can be analyzed, and it can be seen
that the prediction accuracy of the WOA-LightGBM model
is improved by 37.24%, 19.42%, 20.54%, 19.31%, 0.28%, and
5.71% for MSE, MAE, RMSPE, MAPE, R2, and DA, re-
spectively. Under the same parameter setting, as compared
to GWO algorithm, WOA can lock the optimal parameters
of the LightGBM model more quickly and improve the
accuracy of the prediction.

In terms of the combined algorithm, all combined
models have better prediction results than single models,
and the WOA-LightGBM-CEEMDAN model has the
highest prediction accuracy..e results demonstrate that the
CEEMDAN residual correction combination model pro-
posed in this paper can further improve the prediction
accuracy of the WOA-LightGBM model, thereby improving
the accuracy of forecasting the price of hog futures.

4.3. Analysis of Model Prediction Errors forWOA-LightGBM-
CEEMDAN. Further analysis of the prediction performance
of the WOA-LightGBM-CEEMDANmodel is conducted by
examining prediction errors between the prediction results
and the real values for the WOA-LightGBM-CEEMDAN,
WOA-LightGBM-EEMD, WOA-LightGBM-SVR, and
WOA-LightGBM models. .e prediction errors of the four
models are presented in Table 7 and Figure 6. In the fore-
casting performance analysis of the testing set in Table 7,
WOA-LightGBM-CEEMDAN has the best prediction re-
sults, with an average error of −1.35 yuan/ton, while the
WOA-LightGBM model without residual correction has the
largest error in prediction, reaching an average of 71.65
yuan/ton. .is can be attributed primarily to the following
factors: (a) Because residual sequences of a single machine
learning model may contain valuable information that can
boost the final prediction effect, the WOA-LightGBMmodel

Table 1: Primary indicator system for hog futures prices.

Category Indicators

Supply

Piglet price
Sow price
Corn price

Soybean meal price

Demand Lamb price
Beef price

Futures market

Open interest
Volume
Basis

Spot price
Previous closing price

Table 2: Results of GRA.

Category Indicators GRA

Supply

Piglet price 0.85
Sow price 0.81
Corn price 0.76

Soybean meal price 0.64

Demand Lamb price 0.81
Beef price 0.77

Futures market

Open interest 0.64
Volume 0.73
Basis 0.69

Spot price 0.79
Previous closing price 0.96

Table 3: Final indicators of hog futures price impact factors.

Category Indicators

Supply
Piglet price
Sow price
Corn price

Demand Lamb price
Beef price

Futures market
Volume
Spot price

Previous closing price

Complexity 9



has the largest prediction error in Table 7. (b) .e modal
decomposition algorithm allows the signal to be decom-
posed in accordance with the residual series’ own time scale,
which holds a significant advantage in dealing with non-
linear and nonstationary data. .us, the residual correction
models predicted after the CEEMDAN and EEMD de-
composition in the table are all superior to the residual
correction models predicted directly using the SVR model.
(c) Using the modal decomposition algorithm, it is further
demonstrated that the CEEMDAN method by adding
adaptive white noise can reduce the reconstruction error
generated during the decomposition process and, as a result,
improve the prediction accuracy by comparing the residual
correction effects of CEEMDAN and EEMD.

4.4. Experiments inOther FinancialData. In order to test the
predictive power of this paper’s model in other areas, the
daily trading data of the CSI 300 stock index futures are used.
.e data was obtained from the Wind database. .e data
selected spans from January 4, 2016, to July 21, 2021, with a
total of 1,351 transactions. It is specifically selected as the
forecast target, and the opening price, high price, low price,
volume, raising limit price, and limit down price are taken as
the influencing factors for the prediction. 70% of the data
will be used as a training set and 30% as a testing set. Table 8
provides the calculation results of the six indicators for the
model in this paper and the comparison models.

.e results of the indicator analysis in Table 8 lead to the
following conclusions. First of all, among the single machine

Table 4: Descriptive statistics of hog futures price data.

Count Mean Std Min 25% 50% 75% Max
Futures price 128.0 24439.2 3760.8 16735.0 20167.5 25412.5 27297.5 29380.0
Piglet price 128.0 251.1 101.5 91.8 154.9 264.0 340.9 382.6
Sow price 128.0 769.3 132.8 469.9 781.8 825.6 851.8 887.2
Corn price 128.0 2822.8 57.3 2527.8 2797.2 2835.6 2862.8 2908.7
Lamb price 128.0 75992.9 1632.1 71930.0 75450.0 76180.0 77280.0 78420.0
Beef price 128.0 77580.5 668.7 76200.0 77087.5 77635.0 78155.0 78930.0
Volume 128.0 12669.2 13361.3 1601.0 3684.0 7750.5 16896.8 91056.0
Spot price 128.0 23209.6 6988.9 12440.0 16405.0 23020.0 28195.0 36390.0
Previous closing price 128.0 24502.2 3731.9 16735.0 20533.8 25500.0 27297.5 29380.0

Table 5: Parameters setting.

Model Parameters setting
CEEMDAN Trials� 100; epsilon� 0.005
EEMD Trials� 100; noise_width� 0.05
WOA-LightGBM n_estimators� 18; learning_rate� 0.027; max_depth� 10; num_leaves� 9
WOA-XGBoost n_estimators� 38; learning_rate� 0.064; colsample_bytree� 0.3015; max_depth� 54; subsample� 0.2258
WOA-GBDT n_estimators� 10; learning_rate� 0.1002; min_samples_leaf� 10; max_depth� 12; min_samples_split� 4
ELM Number of nodes in the hidden layer: 10
BPNN Number of nodes in the hidden layer: 8
SVR C� 40; gamma� 36
WOA Number of iterations: 100; population size: 10
GWO Number of iterations: 100; population size: 10
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Figure 3: Preliminary fitting curve of WOA-LightGBM model.
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learning models, the LightGBM model optimized by the
WOA algorithm has the best accuracy. In addition, its
prediction metrics of MSE, MAE, RMSPE, MAPE, R2, and
DA improved by 34.89%, 22.46%, 19.82%, 23.01%, 0.01%,
and 0.52%, respectively, compared with the GWO-

LightGBM model, which ranked second among the single
models. Second, all three residual correction combinations
outperform the single machine learning model, suggesting
that further forecasting of the residual series and the ex-
traction of information may enhance the prediction
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Figure 5: Predicted performance of the test set.
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Table 7: Fitting error analysis of the four models.

Date Real
CEEMDAN EEMD SVR WOA-LightGBM

Fitted value Error Fitted value Error Fitted value Error Fitted value Error
2021/5/28 22485 22489.67 −4.67 22484.88 0.12 22530.28 −45.28 22485 0
2021/5/31 22245 22242.76 2.24 22237.85 7.15 22180.4 64.60 22140.26 104.74
2021/6/1 22025 22015.68 9.32 22008.5 16.50 22011.98 13.02 21948.65 76.35
2021/6/2 21525 21523.93 1.07 21518.05 6.95 21463.73 61.27 21412.14 112.86
2021/6/3 20640 20642.38 −2.38 20637.71 2.29 20630.58 9.42 20563.5 76.50
2021/6/4 19870 19883.66 −13.66 19878.53 −8.53 19960.14 −90.14 19908.5 −38.50
2021/6/7 20025 20024.6 0.40 20017.03 7.97 19974.63 50.37 19929.61 95.39
2021/6/8 19770 19767.81 2.19 19759.64 10.36 19752.83 17.17 19693.65 76.35
2021/6/9 20215 20211.61 3.39 20201.77 13.23 20148.2 66.80 20096.61 118.39
2021/6/10 19935 19932.91 2.09 19921.95 13.05 19932.15 2.86 19862.48 72.52
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2021/7/8 18865 18862.46 2.54 18849.55 15.45 18858.18 6.82 18788.5 76.50
2021/7/9 19165 19164.54 0.46 19151.03 13.97 19131.55 33.45 19079.9 85.10
2021/7/12 18760 18758.54 1.46 18748.36 11.64 18717.02 42.98 18662.11 97.89
2021/7/13 18270 18284.68 −14.68 18272.09 −2.09 18364.79 −94.79 18304.53 −34.53
2021/7/14 18210 18225.68 −15.68 18216.4 −6.40 18292.82 −82.82 18248.5 −38.50
2021/7/15 18120 18137.65 −17.65 18128.5 −8.50 18199.54 −79.53 18154.53 −34.53
2021/7/16 18400 18415.71 −15.71 18408.92 −8.92 18407.64 −7.64 18363.31 36.69
2021/7/19 18785 18793.16 −8.16 18786.45 −1.45 18743.8 41.20 18702.32 82.68
2021/7/20 18840 18862.93 −22.93 18855.92 −15.92 18928.48 −88.48 18874.53 −34.53
2021/7/21 18740 18743.18 −3.18 18735.75 4.25 18691.71 48.29 18647.38 92.62

Average error −1.35 8.59 16.28 71.65
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Figure 6: Model prediction error analysis.

Table 6: Forecast accuracy table for hog futures.

MSE MAE RMSPE (%) MAPE (%) R2 DA
WOA-LightGBM-CEEMDAN 58.3171 5.2654 0.0407 0.0277 99.9964e − 02 0.9737
WOA-LightGBM-EEMD 154.3967 11.3160 0.0653 0.0595 99.9905e− 02 0.9737
WOA-LightGBM-SVR 2540.5649 42.5720 0.2638 0.2223 99.8432e− 02 0.9474
WOA-LightGBM 7465.1947 81.1565 0.4512 0.4246 99.5393e− 02 0.9737
GWO-LightGBM 11895.0375 100.7162 0.5678 0.5262 99.2659e− 02 0.9211
WOA-XGBoost 11987.5541 95.6370 0.5793 0.5036 99.2602e− 02 0.9211
WOA-GBDT 14009.2782 100.5755 0.6179 0.5251 99.1353e− 02 0.8947
BPNN 12584.6199 88.6895 0.5844 0.4641 99.2233e− 02 0.9474
ELM 13074.8747 89.1647 0.5781 0.4580 99.1931e− 02 0.9737
SVR 13390.6722 89.7970 0.5905 0.4616 99.1736e− 02 0.9474
Bold shows the best predicted results in the classification of each indicator.
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accuracy of the model. Last but not least, in the three
combined prediction models, WOA-LightGBM-CEEM-
DAN showed the best prediction results. Compared to the
second-ranked WOA-LightGBM-EEMD model, the calcu-
lation results of the six prediction indexes were improved by
30.75%, 15.26%, 15.7%, 14.45%, 0.001%, and 0.50%,

respectively, indicating that the correction method of de-
composition-individual forecasting-ensemble residual series
by CEEMDAN, which is applied in this study, can be ef-
fective in extracting valuable information from prediction
residuals of LightGBM model, improving the model’s
predictions.

Table 8: Forecast accuracy table of CSI 300 stock index futures.

MSE MAE RMSPE (%) MAPE (%) R2 DA
WOA-LightGBM-CEEMDAN 9.5274 2.3375 0.0668 0.0509 99.9971e − 02 0.9753
WOA-LightGBM-EEMD 13.7575 2.7583 0.0793 0.0595 99.9958e− 02 0.9704
WOA-LightGBM-SVR 28.9593 3.9951 0.1187 0.0872 99.9911e− 02 0.9580
WOA-LightGBM 56.6955 4.9665 0.1610 0.1064 99.9827e− 02 0.9432
GWO-LightGBM 87.0789 6.4052 0.2008 0.1382 99.9734e− 02 0.9383
WOA-XGBoost 103.8484 7.9996 0.2242 0.1759 99.9682e− 02 0.9333
WOA-GBDT 197.0538 10.3638 0.3015 0.2249 99.9397e− 02 0.9259
ELM 166.7355 9.0973 0.2846 0.1994 99.9489e− 02 0.9358
BPNN 264.4969 11.5221 0.3634 0.2512 99.9191e− 02 0.9037
SVR 354.7475 10.4587 0.4366 0.2356 99.8915e− 02 0.9136
Bold shows the best predicted results in the classification of each indicator.

Table 9: Ranking the features importance of hog futures prices.

LightGBM XGBoost GBDT
Features Score Features Score Features Score
Volume 0.354167 Sow price 0.203349 Sow price 0.205162
Sow price 0.270833 Lamb price 0.129648 Volume 0.204963
Previous closing price 0.229167 Beef price 0.12844 Corn price 0.189453
Piglet price 0.0625 Spot price 0.121461 Spot price 0.167043
Spot price 0.0625 Piglet price 0.115235 Piglet price 0.109867
Lamb price 0.020833 Corn price 0.114087 Previous closing price 0.065497
Corn price 0 Previous closing price 0.104195 Lamb price 0.035748
Beef price 0 Volume 0.083584 Beef price 0.022267
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4.5. Analysis of Feature Importance. In order to determine
the most influential factors in hog futures price forecasting,
the WOA-LightGBM, WOA-XGBoost, and WOA-GBDT
models are used to analyze the feature importance. Table 9
and Figure 7 provide the results of the feature importance
ranking for each model. .e preliminary observations in-
dicate that the results of the feature ranking in the three
models are not exactly the same. .e further analysis of the
feature rankings in Table 9 reveals that the sow price, piglet
price, and spot price are ranked in the top five out of the
three models that are essential in forecasting hog futures
prices. Specifically, first of all, the change in sow price reflects
the market’s current replenishment sentiment and influ-
ences the number of hogs that will be slaughtered after six
months. A high sow price indicates positive market senti-
ment and a high pig slaughter volume after six months. At
the same time, the price of sows is also an important part of
the cost of hog farming. Secondly, the piglet price change can
also reflect the market’s eagerness for replenishment,
reflecting the scale of pig slaughter in the past four months,
and the piglet price with a lag of four months has a direct
correlation with the current hog price. Finally, spot prices
are inherently correlated with futures prices, particularly
when they are close to delivery.

5. Conclusions

In this paper, a combined forecasting model of hog futures
prices is developed by using WOA-LightGBM and
CEEMDAN, which addresses the shortcomings of single
machine learning models in terms of forecasting accuracy
and model stability. In the first place, we define the index
system of hog futures price influencing factors from three
perspectives: supply, demand, and futures market, and we
use grey correlation analysis to screen the indexes. Secondly,
we decompose and correct the prediction residual series of
the WOA-LightGBM model using the CEEMDAN method
in order to construct a combined WOA-LightGBM-
CEEMDAN prediction model. .e following conclusions
were reached as a result of simulation experiments on hog
futures price data.

Firstly, the decomposition and correction of the residual
sequences generated by the WOA-LightGBM model using
the CEEMDAN method can enhance the prediction accu-
racy of the model compared to a single machine learning
model. In addition, the CEEMDAN method can extract the
effective information of residual series at different frequency
scales in the residual correction combination model com-
pared with the EEMD and SVR models, thus improving the
model prediction accuracy. Secondly, by applying this pa-
per’s model to the prediction problem of CSI 300 stock index
futures prices, it is discovered that the combined model
presented in this paper offers the highest level of prediction
accuracy when compared with the comparison algorithm,
indicating the applicability of this paper’s model to other
prediction problems. Finally, we used three machine
learning models, LightGBM, XGBoost, and GBDT, to model
and perform feature importance analyses on hog futures
prices separately and found that sow price, piglet price, and

spot price are the most influential factors when predicting
hog futures prices.

In light of the above research conclusions and the
methods recommended in this paper, the following sug-
gestions are made. To begin with, the CEEMDAN method
employs the concept of “decomposition-individual fore-
casting-ensemble” to correct the residual series, which has
the potential to improve the prediction accuracy of the
model and establish a new method for researchers to use in
future research projects on the prediction of financial data
such as futures and stocks. Secondly, the combined model
proposed in this paper can more accurately predict the
future price trend compared with the single machine
learning model, and investors are able to receive reference
support for future investment decisions based on the
forecasting results of the model. Finally, the LightGBM
model is able to rank the features of the model as a function
of the prediction process, thereby determining the most
influential factors in the model’s performance. .us, for
market regulators, the feature importance analysis of the
LightGBM model can be used to adjust prices of factors that
have the greatest influence on futures prices, thus achieving a
regulation of futures prices.

It is important to note, however, that, in this paper, the
time span of the hog futures prices examined is short, and
the data sample is small, so the time series information of the
hog futures prices is not fully utilized in building the model.
Also, due to the short time span of the selected data, the cycle
effect of hog futures prices was not taken into account when
the data was processed. As such, future research should
consider the cycle effects of hog futures prices, and the time
series information should also be integrated into the fore-
casting process of the model in order to improve its fore-
casting performance.
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