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In the traditional case, the uncertainty of the ambient temperature measured by the experiential distributed sensor is considered.
In this paper, a model based on the moving least square method in the fusion algorithm is proposed to study the optimal
monitoring point of the sensor in the greenhouse and determine the most suitable installation position of the sensor in the
greenhouse to improve the control effect of the temperature control device of the system. MATLAB simulation software is used to
simulate each working condition of the greenhouse. Temperature data measured at 15 locations in the greenhouse were used to
evaluate all possible combinations of monitoring locations and to estimate the optimal location for indoor temperature sensors.
Compared with the traditional method, the error is reduced to 0.373, and the data are more accurate.

1. Introduction

At present, China has implemented greenhouse energy-
saving planting projects and intelligent technology is applied
to the modern greenhouse control system. Proper control of
temperature, humidity, and carbon dioxide concentration in
greenhouse can effectively improve the growth speed,
quality, and yield of crops [1]. All biochemical reactions of
crops in the whole growth cycle require appropriate tem-
perature. Compared with other environmental factors,
temperature is a decisive factor for crop growth and de-
velopment. Therefore, the study is of great importance to the
high efficiency, energy saving, and high yield under the
premise of greenhouse temperature analysis.

During the temperature data measurement in a green-
house, a limited number of sensors are usually installed to
improve the overall cost performance. In general, sensor
locations are determined by experience. However, according
to the empirical distribution measurement results, the
correct representation of the whole temperature environ-
ment in the greenhouse is uncertain. Therefore, it is

necessary to select the best installation location for a limited
number of sensors to accurately monitor the internal
temperature of larger greenhouses.

Currently, the studies on the optimal sensor placement
are mainly to measure the stability of the internal detection
system in a specific environment and to determine the
optimal sensor location in different measurement envi-
ronments. The new technology based on truck GPS tra-
jectory optimization deployment strategy in the California
highway has been investigated: one is to establish a flow
measurement based on the intercepting model flow
weighting factor with emphasis on different body position
and another is to set up the truck and choose different
relative position recognition model to determine the best
position of identification of heavy truck movement [2].

A unified TWLS framework was proposed for the joint
location estimation of multiple disconnected sources and
sensors based on a more general measurement model, which
can be applied to many different localization scenarios [3]. A
sensor network design strategy for monitoring nonlinear
dynamic chemical processes using UKF was proposed to
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approximate the true mean and covariance of a nonlinearly
transformed random variable, till the third order was cor-
rectly performed with a low computational workload [4]. A
four-stage program for a practical solution was developed to
predict seismic displacement responses on all building floors
using accelerometer measurements in optimized sensor
positions. A recursive neural network based on multiscale
attention was proposed [5]. Based on the response mode
analysis, the position optimization scheme of monitoring
sensor for a deep-water drilling riser was proposed to predict
the optimal position according to the principle of maximum
response acceleration amplitude by selecting main excitation
modes and considering the tilt angle of riser [6]. Wang
Xiaoping et al. established a two standard model for the
optimal sensor placement, by which gas concentration could
reach the given value and the maximum in the shortest time
[7]. Bowen et al. selected the position and number of
measuring points of a scramjet combustion chamber with a
genetic algorithm and obtained the best sensor position and
number by using the global optimal search and large-scale
parallel computing capability of the genetic algorithm [8]. A
probabilistic scheme for sensor monitoring in a discrete
nonlinear state space was proposed to estimate the proba-
bility density function of the state and the measurement
noise covariance, which is considered as a random variable.
With the variable decibel Bayesian method, a quantitative
index characterizing the measurement quality and satis-
factory state estimation was obtained [9].

However, the existing studies in sensor placement
method enhances unceasingly perfectness, but the precision
control is largely limited by the accuracy of the model and
the complexity of measurement environment conditions.
Due to the crop growth models, greenhouse temperature,
forecast model, and so on, there is a certain distance from the
actual production requirement of greenhouse.

Based on the crop growth model and performance index
function, the Pontryagin’s maximum principle (PMP) was
used to calculate the optimal set value of greenhouse daytime
temperature at different temperature and light levels [10].
The computer optimization system of greenhouse heating
control target based on energy consumption prediction
model was established [11], which can optimize and cal-
culate the greenhouse temperature setting points during the
day and night. A SVM prediction model for the photo-
synthetic rate was established to realize the increase of CO2
application on demand [12]. All possible combinations of
monitoring positions were evaluated in [13] and the best
sensor position was selected by many sensors. Two methods
were used for the optimization: sensor placement based on
error and sensor placement based on entropy. By the former
method, the sensor locations can be selected where the
monitoring data are close to the reference value, i.e., the
average data of all measured positions. By the latter method,
sensor locations that are subject to poor environmental
control due to external weather conditions can be selected.

In view of the disadvantages of reference setting as the
average value and the demand objectives of crop growth
characteristics, energy consumption, economic benefit, etc.,
the simulation temperature of indoor environment was
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calculated by the moving least square (MLS) method, which
was proposed systematically by P. Lancaster and
K. Salkauskas in the early 1980s [14]. The MLS has two major
improvements [15]: (1) it is more convenient to establish the
fitting functions instead of the traditional polynomials or
other functions and (2) it introduces the concept of compact
support, i.e., the value y at point x is regarded as only affected
by nodes in the subdomain near point x, which is called the
support domain of point x, while nodes outside the support
domain have no influence on the value of x. In the process of
fitting, different basis functions can be used to obtain dif-
ferent precision, and the same weight function can be used to
change the smoothness of the fitting curve.

The mobile least squares method is developed based on
the traditional least squares method with the high numerical
accuracy for good mathematical theory support. This is also
unmatched by other meshless methods, such as smooth
particle method, unit decomposition method, reconstructed
kernel particle method, and radial basis function method
[16].

Therefore, by the moving least square method, the
present study aims to investigate the best monitoring point
of the sensor in the greenhouse, determine the most suitable
installation position of the sensor in the greenhouse, and
improve the control effect of the system temperature control
device and the temperature environment quality in the
greenhouse.

2. Materials and Methods

2.1. Multisensor Distribution Model Based on Data Fusion.
Multisensor data fusion refers to the fusion of data collected
by different knowledge sources and sensors to achieve a
better understanding of observed phenomena. The moving
least square method selected in this paper belongs to data
layer fusion, as shown in Figure 1. First, the observation data
of all sensors are fused, and then feature vectors are taken
from the fused data for judgment and recognition. Data layer
fusion does not have the problem of data loss, and the result
is the most accurate, but it has a high requirement on system
communication bandwidth [17].

2.2. Moving Least Squares

2.2.1. Establishment of Fitting Function. In the local region
of a fitting function selected, the fitting function is [18-23]:

FG) =) k(0B (x) = b (2B (x). (1)
i=1

In formula (1), f(x)=Y"h(x)B;(x)=hT(x)B(x),
h(x) = [h (x), hy(x),...,h,, (x)]" is called the basis func-
tion vector, which is a complete polynomial of order k, and
m is the number of terms of the basis function. S(x) =
(B, (), B, (x), ..., B, (x)]" is the undetermined coefficient
of the fitting function, which is compared with the tradi-
tional least square method. B(x)#C, the undetermined
coeflicient is the spatial coordinate function of x.
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FiGgure 1: Flowchart of data layer fusion.

Consider the weighted discrete normal form of residuals
below:

7=Y w(x-x)[f () -y
j ) (2)
= Za)(x—xl)[hT(x)ﬁ(x)_J’I] :

In formula (2), n is the number of nodes in the solution
region, f(x) is the fitting function, y; is the node value at
x =xp, ¥; = y(x;) and w(x — x;) is the weight function of
the node x;. In order to determine the coefficient (x),
formula ] should take a minimum value, so the partial
derivative of its coefficient S(x) should be calculated as
follows:

U AB(x) - B(x)y =0,

0
4 (3)

B(x) = A" (x)B(x)y.

Substitute the following equations into formula (3)

n

Ax) = z w(x = x)h(x)h" (x))s

I=1

B(x) =[@(x = x)h(x)), @ (x = x,)h(x;), - @ (x = x, ) (x,,) ],

T
Y =yl
(4)

By substituting the formula f(x) into f(x), the moving
least square function is obtained as follows:

fx) =Y 6 (x)y =9 )y, (5)

where 9 (x) is called the form function and k represents the
order of the basis function.

9 (x) = [0 (x), 65 (x),...., 05 (x)] = p" (x)A™" (x)B ().
(6)

2.2.2. Weight Function. Weight function plays an important
role in moving least square method. The weight function
w(x — x;) in the moving least squares method should be
compactly supported, that is, the weight function is not equal
to zero in a subdomain of x, but is zero outside this sub-
domain, which is called the support domain of the weight
function (that is, the influence region of x). Generally, the

circle is chosen as the supporting domain of the
weight function (see Figure 2), and its radius is
denoted as R,,,. Due to the compact support of
the weight function, only these data points
contained in the influence region have an effect
on the value of point x.

The selection process of the influence radius
is as follows:

(1) First, the overall characteristic line is
obtained through linear fitting;

(2) Cycle each discrete point x again:

(2.1) Determine the support domain size of dis-
crete point x;
(2.2) Determine the key nodes contained in the
support domain of point x:
(2.2.1) Translate the overall feature line to point x;
(2.2.2) Calculate the distance between all nodes in x
support domain and the overall feature line;
(2.2.3) Select several nodes closest to the overall
feature line as key nodes and eliminate other
nodes in the support domain;

(3) End the cycle of discrete points and use the moving
least square method for curve fitting.

The weight function, w (x — x;), should be nonnegative
and decreasing monotonically as x —x;, increases. The
weight function should also have some smoothness because
the fitting function inherits the continuity of the weight
function. The commonly used weight function is spline
function, R = x — x;, R = R/R,,,, then cubic spline weight
function is shown in formula (10):

-

2 —2 —3 — 1
——4R +4R,<OSRS—>,
3 2

w(R)=14

_ _ 4__ _
§—4R+4R2—§R3,< <Rsl>, (7)

L 0, (R>1).

Figure 3 shows the cubic spline function curve, where the
independent variables are the values of R, and the dependent
variables are the values of the mapped spline function. The
influence region should contain enough nodes to make A (x)
in (5) invertible.

Verified in the literature [15], in using the moving least-
square method of curve fitting, the right to choose seven
times spline function fitting curve effect is the best, but the
large amount of calculation, and according to the example of
this chapter, choose three to five times spline weight
function was proposed to fit, take the high number of elected
five or six times spline weight function. The fitting result is
not as good as choosing cubic and quartic spline weight
function. In general curve fitting, we can get better fitting
results by using cubic spline weight function.

The derivation of the square matrix A (x) invertibility
condition of the weight function is as follows: Suppose there
isanode {x;;,x;, ..., x;,} in the support domain of point x,
and the total number of nodes is N. x; is the i node. Due to



FIGURE 2: Weight function support domain.

W (x) = diag (w, (x),w, (x), ...,w,(x)), when node x; is in
the support domain of x, there is w; > 0, otherwise there is
w; = 0 (1<i< N), so there is a permutation matrix B, which
makes BWBT = diag (w;,w;,, ..., w;,,0,...,0), so there is
A =P'WP = PT(BTB)W (B'B)P = (BP)" (BWBT) (BP).
Moreover, the first n behavior of the matrix BP:
BACHE
pi(xn)

Pl ('xin)
pa(xi1)
P2 (%)

P, = P2 (%) |. (8)

o)
Pm (xiZ)

o pm (xin) -

Write W, (x) = diag (w;; (x), w, (%), ..., Wy, (%)), P, as
the matrix formed by the last (NN —n) lines of BP, then

A=(BP)"(BWB")(BP) =(P] P})

Wy 0\/P . )
ERE
0 o/\p
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FiGure 3: Cubic spline function curve.
Because A is positive definite, )

rank (A) = rank (PTW,P)) = rank (P,).

If and only if the column vector P; is linearly inde-
pendent, p(x) is linearly independent with respect to this
node {x;;, xj, . .., x;,}, rank (P;) = m, so A(x) is invertible
if and only if our basis vector p(x) is linearly independent
with respect to these n nodes. In this way, when p(x) is a
two-dimensional linear basis, the column vectors of P, are
linearly independent if and only if there are at least three
non-collinear points in the support domain. When p(x) is a
two-dimensional quadratic basis, the column vectors of P,
are linearly independent if and only if there are at least six
points in the support domain, and these points are not on
any one of the conics.

2.2.3. Optimal Sensor Position Model. The method based on
moving least squares is used to select sensor locations that
best represent the overall greenhouse environment. In ad-
dition, statistical indicators such as root mean square error
(RMSE) and mean absolute percentage error (MAPE) are
calculated to verify the accuracy of the measured data at the
location selected by the moving least squares method.

RMSE is a measure of the difference between a com-
posite trend and a reference trend. MAPE is a measure of
predictive accuracy as a percentage of errors. Therefore,
MAPE is used to assess the accuracy of the composite trend
relative to the reference trend.

The comparison between RMSE and standard deviation
is needed: Standard deviation is used to measure the dis-
persion degree of a set of numbers, while root mean square
error is used to measure the deviation between the observed
value and the true value. Their research objects and purposes
are different, but the calculation process is similar. MAPE is
expressed as a percentage, independent of proportion and
can be used to compare predictions of different proportions.

Using these two statistics, the difference between the
reference trend and the combined trend based on the
number of sensors installed can be assessed. RMSE and
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FIGURE 4: Sensor position.
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FIGURE 5: Measured temperature data.

TaBLE 1: Specific measurement data.

Location Temperature measurement data (°C)
t1 29.5
t2 294
t3 29.8
t4 29.6
t5 29.3
t6 30.2
t7 30.0
t8 29.3
t9 29.2
t10 29.6
t11 31.1
t12 30.5
t13 29.3
t14 30.5
t15 30.4
The minimum value (°C) 29.20
The maximum value ("C) 31.10
The average (°C) 29.85
The standard deviation 0.57
The range 1.90
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TaBLE 2: Specific error data.
Location The relative error
1+x 1+x+x? 1+x+x%+¢e

tl 0.03 0.04 0.02
t2 -0.13 -0.13 -0.13
t3 0.22 0.20 0.18
t4 -0.02 -0.05 -0.08
t5 -0.35 -0.36 -0.38
t6 0.51 0.54 0.54
t7 0.27 0.33 0.34
t8 —0.49 —0.40 -0.39
t9 —-0.65 —0.58 -0.56
t10 -0.34 -0.29 -0.28
t1l 1.08 1.08 1.07
t12 0.38 0.35 0.36
t13 -0.91 -0.94 -0.84
t14 0.23 0.23 0.42
t15 0.06 0.08 —0.02
The minimum value (°C) 1.08 1.08 1.07
The maximum value (°C) -0.91 -0.94 -0.84
The average (°C) 0.378 0.373 0.374

TaBLE 3: Statistical index.

Statistical index

Location 1+x+x 1+x+x%+¢e
RMSE MAPE RMSE MAPE RMSE MAPE
t1 0.03 0.006 0.04 0.009 0.02 0.004
t2 0.09 0.03 0.09 0.03 0.09 0.03
t3 0.14 0.08 0.13 0.08 0.12 0.07
t4 0.12 0.08 0.12 0.09 0.11 0.09
t5 0.19 0.16 0.19 0.17 0.20 0.17
t6 0.27 0.28 0.28 0.29 0.28 0.29
t7 0.27 0.34 0.29 0.36 0.29 0.37
t8 0.30 0.45 0.30 0.45 0.30 0.46
t9 0.36 0.60 0.34 0.59 0.34 0.59
t10 0.36 0.67 0.34 0.65 0.33 0.65
t11 0.47 0.91 0.46 0.88 0.45 0.88
t12 0.46 0.99 0.45 0.96 0.44 0.96
t13 0.51 1.20 0.50 1.17 0.49 1.15
t14 0.49 1.25 0.49 1.22 0.48 1.24
t15 0.48 1.26 0.47 1.24 0.46 1.24
MAPE are calculated using equations, and detailed calcu-
The Quadric Curve Fitted Out lations are shown in formulas (10) and (11).
z 2
i RMSE = 2ia(Si-G) , (10)
Z
30.5 P
100 S, - C;
MAPE = — . 4‘ (11)
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Here, RMSE is expressed in °C, MAPE is expressed in
percentage %, Z is the total amount of data, §; is the value of
the reference trend at a particular time, and C; is the
combined value of the trend at a particular time.

Compared with the traditional error method, the
method based on the lower basis function is adopted to
obtain the shape function with higher continuity and



compatibility by selecting appropriate weight function, and
the numerical error after fitting is smaller. Substitute

. RMSE
Ax) =Y xh (x)h" (%)),

Z MAPE

RMSE RMSE
B(x) = . il
) =|3apE ") apE:

3. Results and Discussion

3.1. Descriptive Analysis of Environmental Data. The internal
environment of the experimental greenhouse was moni-
tored, and temperature sensors were installed at 15 positions
in the greenhouse [24], SHT 71, Sensirion, a Switzerland
sensor, error range +0.1 °C, as shown in Figure 4. The
measured data were obtained by experimental temperature
collection in summer (May-June), and the broken line graph
of temperature data relative to position coordinates was
drawn, as shown in Figure 5. After excluding missing data
and rough error, the data were substituted into the moving
least square model for verification experiment. Specific data
are shown in Table 1.

In order to verify the effectiveness of the moving least
square method, this paper selects different weight functions
for comparison simulation under the condition of using the
same bar function and quadratic basis respectively. Suppose
that during the simulation, the range of influence area is
0.3m, and samples are taken every 10 minutes. Under the
same conditions, three different weight functions are sim-
ulated and compared, and the simulation results are output
as simulated temperature curves. The results are shown in
Figure 6, which is a simulated data graph by the moving least
square method. Figure 7 is the actual measurement data
connection diagram. The error function is analyzed, and the
results are shown in Figure 8 and Table 2. The ordinate of
Figures 6 and 7 is temperature in °C.

As can be seen from Figure 8, when the system model is
established and the weight function characteristics are
known, the moving least squares method has a good curve
fitting accuracy and memory stability. However, when the
weight function changes, its error characteristics will change.
It can be seen from Figure 7 that the weight function with
higher order has better fitting effect. When the system adopts
the moving least square method, the error data of T11 and
T13 are excluded due to the fact that there are also sensors in
the vent. During the whole simulation process, according to
the analysis and calculation of the error and combined with
the data in Table 2, the optimal sensor can be located at the
T10 sensor with the error closest to the fitting value, namely,
the central sensor.

3.2. Validation of Experimental Data. In order to further
verify the practicability of the proposed algorithm and
consider the feasibility of the experiment, root mean square
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formulas (10) and (11) into A(x) and B(x) to obtain formulas

(12) and (13).

(12)

RMSE
"> MAPEx

h(x,),.. h(x,) | (13)

error (RMSE) and mean absolute percentage error (MEAN
absolute percentage error) of statistical indicators are used
for experimental verification. The results are shown in Ta-
ble 3 and Figure 9.

As shown in Table 3, the error variation trend of the data
of statistical indicators and is basically the same as that of the
moving least squares method, that is, the position prediction
model based on the moving least squares method is verified.
At the same time, it can be seen from the temperature
simulation surface shown in Figure 9 that the temperature
measurement error of the sensor in the center of the
greenhouse is consistent with the trend of the simulation
error [25, 26].

4. Conclusion

In this paper, a simulation system based on the moving least
square method is proposed, which overcomes the divergence
problem of traditional error analysis under different weight
functions. Based on the moving least square method, the
optimal sensor position algorithm selects the corresponding
weight function by judging the statistical index. When the
error appears divergence, the corresponding position can be
eliminated in time to avoid mismeasurement. The short-
coming of the algorithm is that the error stability of the
moving least square method needs to be further improved
when the weight function of low order is adopted. Therefore,
in this paper, the moving least square method is used to
study the best monitoring point of the sensor in the
greenhouse, and determine the most suitable installation
position of the sensor in the greenhouse, and improve the
control effect of the system temperature control device and
the temperature environment quality in the greenhouse.
An adaptive control model can be added to improve the
control accuracy of greenhouse parameters. In order to
further reduce static errors, a genetic factor proposed in [27]
is used to summarize the historical errors, thus effectively
improving the system stability. We can take advantage of the
adaptive control system for the later research of the esti-
mation error [28] and minimize the cost function of the fixed
time by adaptive control scheme, in order to shorten the
time of the system state to reach sliding mode surface [29]
and the use of the finite time adaptive algorithm based on
parameter estimation error [30], make more accurate
measurement scheme, etc. In order to improve the stability
of temperature measurement system, the Lyapunov stability
theoretical analysis method proposed by [31] can be used.



Complexity

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was funded by the following projects: the Key
Research and Development Project in Shandong Province
(2019GGX101008) and College Students Innovation and
Entrepreneurship Training Program (X202110424179).

References

[1] D. Cafuta, “Developing a modern greenhouse scientific re-
search facility—a case study,” Sensors, vol. 21, no. 8, p. 2575,
2021.

[2] J. Jung, A. Tok, and S. G. Ritchie, “Determining optimal
sensor locations under uncertainty for a truck activity
monitoring system on California freeways,” Journal of In-
telligent Transportation Systems, vol. 25, no. 3, 2019.

[3] D. Wang, J. Yin, T. Tang, R. Liu, and Z. Wu, “A two-step
weighted least-squares method for joint estimation of source
and sensor locations: a general framework,” Chinese Journal of
Aeronautics, vol. 32, no. 2, 2018.

[4] L. P. F. Rodriguez, J. A. Tupaz, and M. C. Sanchez, “Sensor
location for nonlinear state estimation,” Journal of Process
Control, vol. 100, 2021.

[5] L. Teng, Y. Pan, K. Tong, C. E. Ventura, and C. W. de Silva, “A
multi-scale attention neural network for sensor location se-
lection and nonlinear structural seismic response prediction,”
Computers & Structures, vol. 248, 2021.

[6] P. Peng and G. Chen, “Method for optimizing the VIV
monitoring sensor locations on deepwater drilling riser,”
China off Shores Oil and Gas, vol. 21, no. 3, pp. 204-206, 2009.

[7] X. Wang and H. Qi, “Study on optimal location of sensor
placed in airtight container,” Huazhong Univ. of Sci. & Tech
(Nature Science Edition), vol. 6, pp. 55-56, 2004.

[8] W. Bao, L. Guo, T. Cui, M. Lin, and J. Niu, “Optimal sensor
location of scramjet combustor,” Journal of Aerospace Power,
vol. 3, pp. 475-479, 2007.

[9] S. Zhao, S. S. Yuriy, K. A. Choon, and C. Zhao, “Probabilistic
monitoring of correlated sensors for nonlinear processes in
state-space,” IEEE Transactions on Industrial Electronics,
vol. 67, no. 3, pp- 2294-2303, 2020.

[10] I Seginer, G. Shina, L. D. Albright, and L. S. Marsh, “Optimal
temperature setpoints for greenhouse lettuce,” Journal of
Agricultural Engineering Research, vol. 49, pp. 209-226, 1991.

[11] J. Dai, W. Luo, X. Qiao, and C. Wang, “Model-based decision
support system for greenhouse heating temperature set point
optimization,” Transactions of the CSAE, vol. 11, pp. 187-191,
2006.

[12] Y. Ji, T. Li, M. Zhang, and S. Sha, “Design of CO2 fertilizer
optimizing control system on WSN,” Transactions of the
Chinese Society for Agricultural Machinery, vol. 46, no. SI,
pp. 201-207, 2015.

[13] S. Lee, L. Lee, U. Yeo, R. Kim, and J. Kim, “Optimal sensor
placement for monitoring and controlling greenhouse in-
ternal environments,” Biosystems Engineering, vol. 188, 2019.

[14] J. Liu, Fitting and Interpolation Foe Curve and Surface from
Scattered Data Using Moving Least Squares Method, Zhejiang
University, Zhejiang, China, 2011.

[15] H. Ni, Research on Some Problems of Moving Least Square
Method, Zhejiang Sci-Tech University, Zhejiang, China, 2011.

[16] Y. Cheng, “Research progress and review of moving least
square method,” Computer Aided Engineering, vol. 18, no. 2,
pp. 5-11, 2009.

[17] X. Nie, Preliminary Study on Data Fusion Algorithm and its
Application in Data Acquisition System, Zhejiang University,
Zhejiang, China, 2006.

[18] C. Zhong, L. Zhang, S. Yang, and Z. Li, “A weighted fusion
algorithm of multi-sensor based on the Principle of Least
Squares,” Chinese Journal of Scientific Instrument, vol. 4,
pp. 427-430, 2003.

[19] F. Mirzaee, E. Solhi, and S. Naserifar, “Approximate solution of
stochastic Volterra integro-differential equations by using
moving least squares scheme and spectral collocation method,”
Applied Mathematics and Computation, vol. 410, 2021.

[20] M. Hosseininia, M. H. Heydari, F. M. Maalek Ghaini, and
Z. Avazzadeh, “A meshless technique based on the moving
least squares shape functions for nonlinear fractal-fractional
advection-diffusion equation,” Engineering Analysis with
Boundary Elements, vol. 127, 2021.

[21] M. Mohammad Javad, “Numerical analysis of the Volterra
differential equations via a combination of evolutionary al-
gorithms with moving least squares and finite difference
methods,” Journal of Engineering, vol. 3, 2021.

[22] H. Jiang, Y. Chen, X. Zheng, S. Jin, Q. Ma, and M. Shaat, “A
study on stable regularized moving least-squares interpolation
and coupled with SPH method,” Mathematical Problems in
Engineering, vol. 2020, Article ID 9042615, 28 pages, 2020.

[23] M. Arehpanahi and H. R. Jamalifard, “Time-varying magnetic
field analysis using an improved meshless method based on
interpolating moving least squares,” IET Science, Measure-
ment & Technology, vol. 12, no. 6, 2018.

[24] S. Lee, I. Lee, S. Lee et al., “Dynamic energy exchange
modelling for a plastic-covered multi-span greenhouse uti-
lizing a thermal effluent from power plant,” Agronomy, vol. 11,
no. 8, 2021.

[25] P. Shi, Q. Guo, and C. Xu, “Temperature field analysis of
greenhouse based on moving least square method,” Agri-
cultural Research and Application, no. 2, pp. 37-41, 2015.

[26] Q. Zeng and D. Lu, “Curve and surface fitting based on
moving least-squares methods,” Journal of Engineering
Graphics, vol. 1, pp. 84-89, 2004.

[27] B. Sun, Y. You, Z. Zhang, C. Li, and K. Liu, “Modelling and
simulation of an intelligent photovoltaic controller based on
variable step algorithm of versoria,” Complexity, vol. 2020,
2020.

[28] S. Wang, J. Na, and Y. Xing, “Adaptive optimal parameter
estimation and control of servo mechanisms: theory and
experiment,” IEEE Transactions on Industrial Electronics,
vol. 68, 2019.

[29] S. Xie and Q. Chen, “Adaptive nonsingular predefined-time
control for attitude stabilization of rigid spacecrafts,” IEEE
Transactions on Circuits and Systems--II: Express Briefs,
vol. 69, no. 1, pp. 189-193, 2022.

[30] J.Na, Y. Huang, X. Wu, S. Su, and G. Li, “Adaptive finite-time
fuzzy control of nonlinear active suspension systems with
input delay,” IEEE Transactions on Cybernetics, vol. 50, 2019.

[31] S. Wang, S. Li, Q. Chen, X. Ren, and H. Yu, “Funnel tracking
control for nonlinear servo drive systems with unknown
disturbances,” ISA Transactions, 2021.



