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Positive frequency dependent selection is a natural selection regime where the fitness of a phenotype increases with its frequency
in the population. Examples can be typically found in the spread of disease tolerance strategies in a population. A characterizing
feature of PFDS is that the focal allele may experience favorable selection only when it becomes more frequent in the population,
while being selected against when it is rare. In this paper, by applying a solution concept from evolutionary game theory, we
hypothesize that the process of emergence of such alleles triggers selection for silence, where the emergence of alleles that can stay
unexpressed for a period of time will be favored by selection forces. We illustrate our hypothesis using a mathematical model of a
population of single locus diploid organisms with two alleles where a single mutant of an allele that experiences positive frequency
dependent selection appears in a population where the other allele is a dominant. ,e model results show that the longer the
silence interval of the new mutant before its expression, the better its chances of getting fixed in the population. However, this
effect will be observable only to a certain limit after which further increase in the interval will not have an effect on the expected
fixation rate. Two divergences from the simple scenario are also investigated: the nonsynchronous expression of the focal allele
and its emergence in a spatial grid limited by a migration bottleneck. In all cases, it is shown that there is an evolutionary pressure
inherent in the dynamics of positive frequency dependent selection on the genes to have a delayed expression. It is hypothesized
that the regulation systems of such traits will be under selection for either internal silencing mechanisms or to be triggered by an
external environmental condition.

1. Introduction

Genetic innovation happens via random mutations. A
beneficial mutation, one which leads to an increase in the
fitness of its carrier, will be favored by natural selection and
its frequency will increase in the population. Yet, the rela-
tionship between the fitness of an allele and its frequency in
the population goes in both directions. An allele whose
fitness depends on its abundance in the population is said to
be under frequency dependent selection. ,is can be further
classified into two categories. In negative frequency de-
pendent selection (NFDS), the allele’s fitness increases if it is
rarer in the population. Examples of NFDS are selection
pressures acting on flu strains spreading in a population
where resistance is more likely to be developed for the more
common strains, giving rarer strains advantage (Williams

et al. [1]) and also in rock-paper-scissor mating dynamics
where rare mating strategies enjoy higher probability of
getting advantageous interactions (Sinervo and Lively [2]).
Moreover, such dynamics come to play in Fisher’s principle
of balancing selection on sex ratio; if one sex is rarer, it has
higher chances of spreading its genes in the population
(Fisher [3]). Emergence of new alleles via this mode of
selection is relatively straightforward as the rare phenotype
gets positively selected in population. Different dynamics
however arise when considering positive frequency de-
pendent selection (PFDS). PFDS is known to be a common
mechanism in situations where there is selection for sig-
naling and communication systems, as the more common
the signal, the more efficient it is (Cartwright [4]). Examples
can be found in the evolution of warning signals in predator-
prey dynamics (Chouteau et al. [5]), the evolution of
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quorum sensing communication system in bacterial com-
munities (Eldar [6]), kin recognition systems to mediate
altruistic social strategies among related animals (Sheehan
et al. [7]), in models of assortative mating where most
common genotypes enjoy selection advantage compared to
rare alleles (Otto et al. [8]), the evolution of toxin resistance
in situations of bacterial competition (Libberton et al. [9]),
and selection dynamics of RhD alleles in a human pop-
ulation (Flegr et al. [10]). PFDS dynamics also arise in the
control of mosquito-borne diseases via a biological agent.
One strategy to control mosquito-borne human diseases is
by introducing specific strains of Wolbachia bacteria to the
population. Wolbachia is known then to undergo PFDS
where its fitness increases as its frequency increases in the
population (Hoffmann [11]), and hence, for Wolbachia to
invade a population, it has to exist first at a proportion of the
population higher than a critical “invasion” threshold, in
order for the positive selection effect resulting from CI
mechanism to outweigh the associated fitness cost (Turelli
[12]; Reuter et al. [13]). An example of PFDS that we would
like to highlight is the evolution of tolerance as a host de-
fence response to pathogens. An allele inferring tolerance
allows the host to cope with a disease by reducing the fitness
offset associated with infection (Strauss and Agrawal [14]).
Tolerance mechanisms were first observed in plants, which
tolerate parasites and herbivores by increasing the number
of their branches, as well as the size of their leaves and their
chlorophyll concentration (Strauss and Agrawal [14]). In the
animal kingdom, tolerance strategies have been first ob-
served in mice to Plasmodium infection, the parasite causing
malaria (Råberg et al. [15]). Additionally, sooty mangabey
can tolerate simian immunodeficiency virus (SIV), conse-
quently avoiding developing acquired immune deficiency
syndrome (AIDS) (Chahroudi et al. [16]). Evolving tolerance
is one of the two possible responses for a host against an
infection. ,e other strategy is developing a resistance
mechanism which limits or eliminates infection incidences.
Both options require a reallocation of the host resources and
hence come with a physiological cost. Nonetheless, in each
case, the host’s fitness increases through different evolu-
tionary dynamics, as shown by Roy and Kirchner [17]. Host
resistance mechanisms lead to a reduction in the pathogen
prevalence in the population, hence reducing infection risk.
As a result, the benefits associated with having resistance
mechanisms diminish as the gene becomesmore common in
the population, while its cost remains the same. It follows
then that a resistance gene will never get fixed in a pop-
ulation under selection forces alone. On the other hand,
when a host develops tolerance, it can still survive and re-
produce despite carrying the disease, consequently pro-
moting the dissemination of the pathogen. ,erefore, as a
tolerance mechanism spreads in a population, pathogen
prevalence also increases, leading to a subsequent fitness
advantage for the organisms carrying the tolerance allele
compared to those who do not. PFDS dynamics come to play
in such situations. Hence, for a resistance allele, emergence is
most feasible, fixation is most difficult, and the opposite is
true for tolerance mechanisms. Furthermore, if the initial
benefits from having a tolerance strategy does not offset the

physiological cost, emergence will be not feasible by selec-
tion (Roy and Kirchner [17]).

To conclude, generally in PFDS, an allele’s fitness im-
proves as it becomes more common in the population. ,is
means that the allele frequency is least likely to increase
when it is rare, which poses the questions of how a focal
allele that is getting selected against when it is rare can
emerge in an evolving population?

2. Materials and Methods

2.1. Problem of Emergence of Altruism in Evolutionary Game
+eory. A field that typically deals with the problem of how
new phenotypes can emerge in a population is evolutionary
game theory (EGT), founded by Smith and Price [18]. It
defines a formal mathematical framework to study how the
frequencies of different phenotypes/strategies change in an
evolving population. One of the central problems of EGT is
the evolution of altruistic behaviors.,e problem is typically
studied in the context of a prisoner’s dilemma game. ,e
game set-up, summarized in Table 1, is as follows: a player
can be either a cooperator or a defector. If two cooperators
interact together, each of them gets g − c. Two defectors on
the other hand will get nothing when encountering each
other. Hence, a homogeneous group of cooperators will fare
better than an analogous population of defectors. However,
when a defector plays with a cooperator, the cooperator is
exploited, gets −c, and the defector reaps g. ,e primary
question posed here is how cooperation can be evolutionary
stable in face of cheaters. An answer was found by including
a spatial component to the game (Nowak and May [19]).
When the game is played by a population distributed over a
grid, the cooperator phenotype can be evolutionary stable, if
it was initially found in a large enough cluster of individuals.
,is is because in such case, the benefits resulting from the
intracooperators interactions inside the cluster will outweigh
the losses due to the exploitation at the boundaries (Nowak
and May [19]; Fu et al. [20]; Lindgren and Nordahl [21];
Gang et al. [22]). While incorporating a spatial aspect to the
game provides a reasonable solution to the problem of
evolutionary stability of altruism, it still leaves another
classical EGT question unanswered, the invasion question.
Starting in a world of defectors, how can a lattice be invaded
by rare mutations producing a cooperator phenotype? ,e
challenge here is that if a mutation produced a single co-
operative individual, it will get instantly heavily exploited by
surrounding defectors and gets wiped out of the population.
A recent solution to this problem has been provided by
including a temporal component to the expression of the
cooperative strategy. If the mutation stayed silent, unex-
pressed, long enough, it can spread via stochastic processes
till reaching enough individuals to form a cluster exceeding
the critical size, and hence the new trait becomes evolu-
tionary stable once later expressed (Hashem et al. [23]). ,e
problem of emergence of cooperation shares some simi-
larities with the problem of emergence of a that is subjected
to PFDS. In both cases, a mutation producing the new trait
will face adverse negative selection uphill to climb, and in
both cases, there is a certain prevalence after which the new
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trait becomes favored by selection.,ere are few differences,
nonetheless, in the spatial prisoner’s dilemma settings, the
switch in dynamics happens swiftly after a critical limit, this
is not necessarily the case in PFDS dynamics. Nonetheless,
the solution concept for the classical EGTproblem seems to
be able to get extended to the general problem of emergence
of traits experiencing PFDS.

2.2. Concept. In this paper, a mathematical model is con-
structed for a population of single locus diploid organisms,
where a mutation gives rise to an allele which experiences
PFDS, and the fate of that allele is investigated. Our model
relies on the following two ideas: the new mutation has to
remain silent, unexpressed for an interval of time, and a
stochastic process has to come to play to spread it till
reaching a favorable frequency.,e core concept is that if the
new mutant allele remained silent after its emergence for a
number of a generations, it could spread via stochastic
processes till it reaches a frequency that favors its spread in
the population.We discuss the two ideas afterwards in detail.

,e expression of any phenotype is generally the result of
a complex interplay between the genome of the organism
and its environment (Nachtomy et al. [24]; Carlberg and
Molnár [25]). Genetic factors can affect the time and level of
expression as well as its sensitivity to environmental factors
(Prasun et al. [26]; Golding et al. [27]). ,e optimal ge-
notype, in the eyes of natural selection, is the one which gives
rise to the expression parameters leading to highest fitness,
given a certain environment (Kioukis and Pavlidis [28]). ,e
parameter of interest in this work is the time of gene ex-
pression. In some situations, an allele could stay silent,
unexpressed, yet remain inheritable for a number of gen-
erations (Carlberg [29]).,e expression of a gene can rely on
environmental conditions for its activity (Atkinson and
Walden [30]; Gibson [31]). ,is process is called epigenetic
activation. (Huang [32]; Russo [33]). In such case, an allele
will not get expressed except when the organism is at the
requisite environmental conditions for its activity. Such
conditions can be physical, like the temperature of the
surroundings (Sturtevant [34]) or chemical, such as the
environment’s acidity (Silverman [35]; Olson [36]). Hence, if
the allele appeared in unfavorable environmental condi-
tions, it will not get expressed, yet it will remain inheritable.
If the environment came later to favorable conditions, all the
organisms carrying said allele will start expressing it. A gene
also could remain silent due to “internal mechanisms.” In
trans-generational gene silencing, RNA molecules act to
suppress the expression of the gene for a number of gen-
erations (Qutob et al. [37]), which can reach 80 generations
in some cases (Vastenhouw et al. [38]). Furthermore, a

genetic timer can act so that the gene stays unexpressed for a
tunable number of generations, acting like a fuse for a time
bomb. Here again, if such gene appears, it will remain silent
yet inheritable (Houri-Ze’evi et al. [39]; Waldron [40]).

An unexpressed gene does not have natural selection
vouching for it, yet it can still spread in a population. Two
possible mechanisms are genetic drift and genetic hitch-
hiking. Genetic hitchhiking refers to the process by which a
neutral allele increases in frequency due to being associated
with another gene on the same chromosome that is un-
dergoing a selective sweep (Smith and Haigh [41]). Genetic
drift on the other hand does not require the assumption of
selection acting on an additional locus. It is the stochastic
changes in the frequency of an allele due to random sam-
pling effects, thought to play a key role in the fixation of
neutral alleles (Kimura et al. [42]). Here, we would like to
generalize the idea from spatial evolutionary game theory to
the general case of the emergence of an allele in a population,
while being under PFDS. ,e situation we would like to
illustrate is how the dynamics of PFDS exert an evolutionary
pressure on the novel mutations to stay silent for a number
of generations after their inception, such that the rare alleles
may increase in frequency via genetic drift till reaching a
concentration where they are favored by the force of natural
selection.

2.3. Model. We would like to investigate the fate of a mu-
tation which produces an allele that experiences PFDS dy-
namics, such that the selection coefficient associated with the
new allele is less than zero when it is less frequent in the
population and larger than zero once it becomes the more
established allele in the population. Hence, such mutations
are expected to be wiped away from the population by se-
lection forces. We are especially interested in the effect of the
activation time of the allele on its chances to be fixed in the
population. ,e allele will be assumed to be silent for a
number of generations, during which the selection coeffi-
cient is zero, and then it will be expressed in all the or-
ganisms carrying the mutation synchronously.,e trigger of
the activation process will not be explicitly modeled; how-
ever, it can be interpreted as an environmental factor that is
necessary for the activation of the gene or an internal, ge-
netic, timing mechanism. ,e silence interval could help the
mutation to spread via stochastic processes till it reaches
favorable frequency for a subsequent spread via selection
forces. Afterwards, two extensions of the model will be
incorporated. First, the effect of a nonsynchronous activa-
tion of the focal allele will be investigated whether it is crucial
for the allele’s fixation. Additionally, a spatial extension of
the model will be simulated to investigate how the migration
bottleneck influences the outcomes of the model.

Consider a single locus diploid population with two
alleles A1 and A2, whose frequencies in the population for a
given generation i are denoted by pi and qi, respectively. ,e
frequencies of the three possible genotypes, A1A1, A1A2, and
A2A2, are assumed to be at Hardy-Weinberg equilibrium
and are summarized in Table 2, with ηi as the frequency of
the genotype, πi as its fitness, h as the heterozygous effect,

Table 1: Payoffs for two agents a and b engaged in a prisoner’s
dilemma game, g> c> 0.

b
a C D
C g − c −c

D g 0
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assumed to be equal to 0.5, s as the selection coefficient of the
allele A1, and ωi as the average fitness of a given generation,
expressed by the following equation:

ωi � p
2
i (1 + s) + 2piqi(1 + hs) + q

2
i . (1)

Hence, the expected frequency of the focal allele A1 in
the next generation, p′, is calculated as follows:

p′ �
p
2
i (1 + s)

ωi

+
piqi(1 + hs)

ωi

. (2)

It follows that the frequency of A1 is expected to increase
whenever s> 0 and declines if s< 0. However, in a frequency
dependent selection, s is a function of the frequency of A1
itself. ,e scenario of interest is the emergence of the focal
allele A1 in a population consisting exclusively of the allele
A2, when the selection dynamics of A1 is positive frequency
dependent. ,e relationship between the selection coeffi-
cient against the allele frequency is shown in Figure 1(b). In
this work, the focal allele does not become expressed, except
when the number of generations t elapses an interval of time
t′, termed as a silence interval. ,erefore, the selection
coefficient of the emerging allele can be modeled as

si � 0,

� 22pi− 1
− 1,

t< t′,

t≥ t′.

(3)

An overview of the model’s parameters is provided in
Table 3. ,e simulation model is illustrated by the flowchart
depicted in Figure 1(a), a single mutation happens in a
population consisting of A2 alleles. ,e expected change in
frequency due to selection is calculated via equation (2).
After that, an individual-based simulation is performed to
generate the next generation. (i) In a loop, each A1 allele gets
passed to the next generation with a transition probability,
Ptrans, which is set to be equal to p′. (ii) After that, the rest of
the population gets filled with A2 alleles. Hence, while the
expected fraction of A1 alleles in the next generation should
be equal to p′, the stochastic nature of this step simulates the
drift effect. Finally, (iv) after the number of generations
exceeds a certain t′, both the selection coefficient and ptrans
become dependent on the fraction of A1 in the population.

Furthermore, the model is later extended to a spatial
model in which the population is distributed over a grid with
periodic boundary conditions. Migration takes place be-
tween a focal cell and the cells in its von Neumann
neighborhood, as shown in Figure 1(c). Consequently, this

cellular automata model can be used to investigate the effect
of migration in a structured population (van Dijk et al. [43]
and Sherratt [44]). Hence, in this set-up, the Ptrans in a
certain patch will be affected by p′ at the focal patch as well
as neighboring patches, depending on the migration coef-
ficient, as expressed in the following equation:

Ptrans � (1 − m)p′i,j +
m

4
p′i+1,j + p′i−1,j + p′i,j+1 + p′i,j−1 . (4)

Hence, for the new generation, in a certain patch, there
will be a probability 1 − m that the A1 allele is descendant
from an allele of the same patch and a probability m that it is
a result of a migration event. ,e selection coefficient here
also becomes a local property which depends on the allele
frequency in a patch. ,e simulation is initialized by a single
mutation in a random patch for the first generation. Since
the boundary conditions are periodic, all patches are
mathematically equivalent.

All simulations have been run using MATLAB R2020b
on a 64-bit Windows 10 workstation with an Intel(R)
Core(TM) i7-7820HQ CPU @ 2.90GHz processor and
32.0GB RAM. For the cellular automata model, the time
complexity of the simulations is linearly dependent on both
the number of patches, Np, and the number of experiments,
Ne. ,e time complexity is found to be O(Np × Ne), which
approaches O(Ne), as Ne≫Np (Panahi and Navimipour
[45]; Neghabi et al. [46]). Finally, for every set of conditions,
all the simulations have been repeated for 2 × 107 times and
the mean of the normalized fixation rates obtained has been
plotted, with a standard deviation <1% for all results.

3. Results and Discussion

Genetic drift refers to the process by which allele frequencies
in a population are subjected to random fluctuations due to
the effect of chance in natural selection. Its role is known to
bemore significant in small populations (Ewens [47]). In our
model, the population size is equal to 1000 individuals and
the update process includes a stochastic element through
which genetic drift can operate. For a neutral allele, in the
absence of any selection forces, the probability that it will get
fixed in the population due to genetic drift, its fixation rate, is
equal to its initial frequency in the population, here 1/2Np.
For this model, the fixation rate is calculated as the ratio of
the number of experiments that ended with the fixation of
the mutation to the total number of experiments. An allele
under PFDS on the other hand experiences negative se-
lection when it is rare and positive selection once it gets
established in the population. Hence, its emergence via
random drift is not straightforward. In Figure 2, we in-
vestigate the effect of the length of the silence interval for an
allele under PFDS on its normalized fixation rate in the
population, relative to the fixation rate of a neutral allele. It
can be seen that for an instantly expressed allele, when the
simulation is run for 2∗ 107 times, the fixation rate of an
instantly expressed allele is equal to 0.0%. ,e selection
against the rare allele prohibits its increase in frequency till it
can enjoy positive selection and hence it goes extinct. Yet, as
the length of the silence interval increases, the fixation rate of

Table 2: Frequencies and expected frequencies of possible geno-
types, formed by two alleles A1 and A2 in a sexual population at a
Hardy-Weinberg equilibrium.

Genotype A1A1 A1A2 A2A2

ηi p2
i 2pi qi q2i

πi 1 + s 1 + hs 1
ηi+1 p2

i (1 + s)/ωi 2pi qi(1 + hs)/ωi q2i /ωi
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Figure 1: (a) An individual-basedmodel for the emergence of a positive frequency dependent allele. (b) Selection coefficient of the said allele
is negative when it is rare in the population, and is positive when the allele becomesmore frequent within the population. (c) An extension of
the model to a spatial grid with periodic boundary conditions where migration happens between residents of any focal patch and the
surrounding patches in its von Neumann neighborhood.
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the allele increases till it becomes equivalent to the fixation
rate of a neutral allele.

Examples of successful fixations of a rare allele are ex-
amined in Figure 3. Here, the relationship between the
number of generations and allele frequency is plotted for a
silence interval equal to 500, 1000, and 1500 generations. It is
seen that for fixation to happen, the allele frequency has to
increase in the population via genetic drift till reaching a
favorable frequency by the end of its silence interval. Hence,
once the allele gets activated in all individuals carrying it, it
becomes frequency dependent and experiences positive
selection. Positive feedback loop dynamics arise here as the
allele’s fitness is an increasing function of its frequency in the
population, hence the higher the frequency, the higher the
fitness, which in turn leads to a subsequent increase in the
frequency of the allele due to selection and so on. ,e result
is that it gets rapidly fixed in the population, which is the
reason for the sharp increase in frequency at the end of each
silence interval. Furthermore, two aspects are to be high-
lighted about this figure. First, this figure displays examples
of successful invasions for different silence intervals, and
thus, for a successful invasion to be likely to happen, the
allele frequency must be at a favorable frequency by the
genetic random drift at the time of the activation. Hence,
shorter silence intervals will require the allele to reach fa-
vorable frequency faster, for a successful invasion to occur.
,e second aspect is that one can notice the rapid increase in
frequency that happens once the allele gets activated in a
majority of the population; this is due to the dynamics of

positive frequency dependent selection, which makes the
fitness of the allele higher as its frequency in the population
increases, leading to a positive feedback loop and rapid
fixation within the population. It must be noted that one of
the critical features of the model that allowed this effect to
happen is that the allele gets activated at the same time in all
the organisms carrying it, and hence the frequency of the
expressed allele jumps above the limit after which it gets
positively selected via evolution. It is reasonable to think that
such perfectly synchronous expression of the allele would
not happen in nature, whatever the underlying trigger of its
activity. For example, if the allele needs specific environ-
mental conditions to get expressed, the environment is
unlikely to change homogeneously for all the population.
Hence, we next investigate the effects of nonsynchronous
activation.

What would happen if the silent alleles in the population
do not get synchronously expressed after the elapse of the
silence interval? To test that, the activation time of the alleles
in the population is allowed to be a random variable drawn
from a normal distribution, such that t′ � N(μ, σ). ,is way,
the focal allele in the population will not get expressed at all
the individuals of the same generation carrying it. ,is
makes it more difficult for the allele to survive as the fraction
of the alleles that will become active first will experience
negative selection, and it will continue to do so till the
proportion of active alleles exceeds 50%. When including a
variance of 4 generations, as shown in Figure 4, the rela-
tionship between the silence interval length and the fixation

Table 3: Model parameters.

Parameter Definition
pi ,e frequency of the allele A1 in a given generation i

qi ,e frequency of the allele A2 in a given generation i

p′ ,e frequency of the allele A1 in the next generation i + 1
ωi ,e average fitness of a given generation i

s ,e selection coefficient of the allele A1
h ,e heterozygous effect

0
0 1000

Silence interval (generations)

N
or

m
al

iz
ed

 fi
xa

tio
n 

ra
te

2000 3000 4000 5000 6000

0.4

0.2

0.6

0.8

1

1.2

Figure 2: ,e relationship between the normalized fixation rate of
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of 500, 1000, and 1500 generations.
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rate had a similar overall behavior to the synchronous ac-
tivation case while generally having significantly less fixation
rate for the same silence interval length. Additionally, it
could be observed that while there are notable differences
between the fixation rates for synchronous versus non-
synchronous activation, at shorter silence intervals, this gab
progressively diminishes for longer silence intervals. ,e
reason for that is that the longer the silence interval, the
more time an allele has to increase its frequency in the
population. Hence, eventually, the allele will be expressed at
high frequency within the population, experiencing strong
positive selection and thus outweighing the negative selec-
tion that will occur at the beginning to the alleles which will
be activated earlier than the rest, and this will result in
fixation rates comparable to the ones observed in case of
perfectly synchronized expression, as noted in the figure.

,e effect of the variance of the activation time on the
fixation rate is investigated further in Figure 5. For a con-
stant activation mean, the standard deviation is increased

progressively. ,e fixation rate is observed to decrease
linearly with increasing variance. For the same activation
mean, the higher the variance, the higher the proportion of
alleles getting “prematurely” expressed. ,ese alleles are
likely to face adverse circumstance, being frequency de-
pendent, their fitness will be lying on low end of the
spectrum, and they will get selected against until the rest of
the silent alleles also get expressed. So, while a synchronous
activation of the silent alleles tend to maximize the fixation
rate, introducing the variance reduces but does not diminish
positive effect of silence. While the alleles that get activated
early face negative selection, they do not get wiped out
completely from the population before the activation of the
rest of the silent alleles. However, once the rest of the alleles
get activated, a positive selection force is generated and
fixation can occur. Another idealized aspect of the model so
far is that the population is fully mixed with smooth gene
flow between different segments of the population. When
considering a real population that is spatially distributed,
gene flow will be restricted between different segments,
depending on the extent of the migration forces. ,is in turn
will put a limit on genetic drift’s action of spreading the allele
to a sufficient extent. We consider the spatial case next.

,e model is extended to simulate the emergence of an
allele under PFDS in a population distributed spatially. Here,
we look into the fate of a single focal allele one patch of the
grid. A single successful run is illustrated in Figure 6, where
the activation time has been set to 1000 generations.We start
by a grid full of A2 alleles, which is seeded with a single A1
allele at the center of the grid. Since selection forces are local,
depending on the local frequency of the allele at each patch,
the allele needs to propagate in silence to enough patches in
the grid for subsequent activation to cause fixation. ,e two
limit cases here are that if the migration rate is close to zero,
it will act as a bottleneck for the action of drift, the focal allele
will not spread, and when it gets activated, its action will
remain locally limited. On the other hand, a migration rate
of one brings us back to the fully mixed state. Here also, it is
noticed in Figure 7 that for different lengths of the silence
interval, the allele frequency in successful runs has increased
via genetic drift till it exceeded 50% of the population. After
that, activation occurs and selection forces took over.

Genetic drift is expected to perform slower on a spatial grid
as low migration rates act to preserve the heterogeneity of
different patches. In Figure 8, it is observed that also in the spatial
case, the instantly expressed alleles cannot make it to fixation.
Additionally, the evolution of the fixation rate with increasing
silence time is similar to the mixed case, reaching a plateau later,
while being with significantly less fixation rate than the fully
mixed case for the same activation time. Figure 9 shows that
these features are general regardless of the value of themigration
coefficient. Also, for a fixed interval length, the fixation rate will
improve with increasing migration coefficient. As migration
increases, genetic drift will act quicker to spread the focal allele to
a suitable frequency such that it gets picked up by natural se-
lection. It is seen from the two model extensions that while the
fixation rate will decrease compared to the ideal case, the general
relationship between the ability of allele to undergo delayed
expression and its emergence in the population remains valid.
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Figure 6: Evolution of the frequency of the focal allele A1 distributed over a spatial grid.,e allele frequency increases by genetic drift and it
spreads in the population via migration till getting activated at t′ � 1000 generations, resulting in subsequent fixation of the allele. (a) t� 0.
(b) t� 500. (c) t� 1000. (d) End of the solution.
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4. Conclusion

A recently proposed solution to the problem of emergence of
cooperation, one of the central questions of evolutionary game
theory, relied on the time of expression of the strategy. ,e
background of the problem dealt with here is that, for a co-
operative strategy to be evolutionary stable on a spatial grid, it
has to be played by a large enough group of players distributed
over clusters with size that exceeds a certain critical limit.
Hence, the natural following question is how could a coop-
erative strategy perform an invasion to a population starting
from a rare mutant. A proposed solution relied on the time of
expression of the mutant strategy, if it remained silent yet
inheritable, for a long enough interval. It could spread in the
population by the virtue of being associated with another
advantageous trait, in analogous with the genetic hitchhiking
phenomenon. ,is problem shares some features with the
emergence of a trait under PFDS, where the mutant allele will
be at a fitness minimum in the moment of its inception in the
population, as its fitness decreases with decreasing frequency,
and if selection works against the novel allele when it is rare, a
critical frequency will be essential for it to get fixed as well.
PFDS is known to play a key role in the evolution of signaling
and communication systems in both the animal and the mi-
crobial worlds, in strategies which rely on introducing

biological agents to manage mosquito-borne diseases and in
the spread of tolerance-inducing alleles in a population facing a
disease (Hamilton [48]). Hence, understanding how such
mutations can emerge in a population can help in both
deciphering andmanipulating such phenomena. Hence, in this
paper, we apply and generalize the core concepts from the EGT
solution to the general problem of emergence of biological
innovation via mutations under PFDS.

Previous research has been directed to the impact of PFDS
on alleles that are already established in the population and
hence positively selected (Chouteau et al. [5]; Otto et al. [8];
Lehtinen et al. [49]; Trotter and Spencer [50]; Huang et al. [51]).
Here, the focus is directed on the emergence of such alleles in a
population. In terms of the implemented methods, a cellular
automata spatial model has been developed to investigate the
effect of immigration on the results following van Dijk et al.
[43] and Sherratt [44]. ,e framework developed in this paper
is general for populations under PFDS dynamics. ,e main
idea is that if a mutation remained silent for long enough time,
it could spread in the population via stochastic processes, till
reaching a favorable frequency for selection forces. A mutation
could remain silent either due to the nonsuitability of the
environmental conditions for its expression or due to a built-in
generational genetic timer. Whenever a mutation is silent, it is
considered to be neutral in the eyes of natural selection. In a
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single locus diploid population, a neutral mutation can still
spread in the population via genetic drift and stochastic
fluctuations in alleles’ frequencies due to random sampling
effects. A model was built to investigate the rate of fixation of a
trait under PFDS in an ideal fully mixed population where the
allele experiences activation synchronously in all organisms
carrying it after the elapse of a silence interval of varying length.
It is found that the rate of fixation improves with increasing
silence interval till it reaches a plateau, approaching fixation
rates by genetic drift for a neutral allele.

With respect to the population size, the spread of an allele
to a high frequency in a population is expected to be faster, the
smaller the population is. Hence, while shorter silence in-
tervals could be sufficient for the focal allele to get fixed in a
small population, larger populations will require the allele to
have significantly longer silence intervals so that it does not
get expressed before reaching a high enough frequency to get
positively selected within the population. Genetic drift is well
known to be most observable in smaller populations (LaBar
and Adami [52]), and while no minimum population size is
theoretically required for this model, the population size was
nevertheless chosen to be 1000 individuals in accordance with
previous genetic drifts models in literature (Bataillon et al.
[53]; Saunders et al. [54]). One must note as well that the
emergence of a mutation under PFDS will become more
difficult as the population size increases, assuming perfect
mixing, since this will increase the probability that the acti-
vation of the allele happens before its spread to a sufficient
extent within the population.

Subsequently, two nonidealistic deviations of the model
were investigated: the case of nonsynchronous activation and
the case of a populationwhich is distributed spatially, not ideally
mixed. In both extensions, the fixation rate decreases, compared
to the idealized case, however a silence interval still correlates
with an improved fixation rate compared to an instantly
expressed mutation and the general features of the invasion
dynamics still remained similar to the fully mixed case. ,e
expression of a trait is usually the result of an orchestrated action
of numerous factors, either internal regulation mechanisms or
external environmental inputs, and natural selection is the
primary audience which makes sure that the gene expression
process operates optimally. ,is paper shows, based on a
general mathematical model, that in case of emergence of traits
under PFDS, factors that are related to the expression time will
be under an evolutionary pressure to keep the novel allele silent
for a number of generations, as this will increase the chances of
the new trait to emerge in the population. Silence could be a
virtue in the backstage of the evolutionary theater.
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