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Feature selection is the process of identifying the most relevant features from the given data having a large feature space.
Microarray datasets are comprised of high-quality features and very few samples of data. Feature selection is performed on such
datasets to identify the optimal feature subset. (e major goal of feature selection is to improve the accuracy by identifying a
minimal feature subset. For this purpose, the proposed research focused on analyzing and identifying effective feature selection
algorithms. A novel framework is proposed which utilizes different feature selection methods from filters, wrappers, and
embedded algorithms. Furthermore, classification is then performed on selected features to classify the data using a support vector
machine (SVM) classifier. Two publically available benchmark datasets are used, i.e., the Microarray dataset and the Cleveland
Heart Disease dataset, for experimentation and analysis, and they are archived from the UCI data repository. (e performance of
SVM is analyzed using accuracy, sensitivity, specificity, and f-measure. (e accuracy of 94.45% and 91% is achieved on each
dataset, respectively.

1. Introduction

A microarray dataset is a dataset that contains a large
number of feature spaces where rows represent the number
of records and columns represent the dimensions to be
analyzed. As the dimensionality of data rises, the effort to
attain the most relevant information from the data also
increases. (e main problem in large feature space datasets
(i.e., microarray datasets) is the projection of a large feature
space into a smaller one by preserving the information as
much as possible. In a microarray dataset, each record can
contain up to 450,000 features, and processing of a large
amount of data can result in high computation costs [1].

Moreover, when the dimensionality of a dataset grows
significantly, the sparsity of meaningful data also increases,
which results in a lack of meaningful information. Datasets

with large feature space and small records or observations
tend to be prone to overfitting. (e model built on overfitted
data has a high fluctuation rate where a small change in data
can result in a high classification error. Noisy features also
play an important role in increasing difficulty. Noisy data is
error data, which has a deviation pattern from the original
value. Noisy data also affect the performance of machine
learning algorithms. In order to reduce complexity and
attain an efficient machine learningmodel, noisy data should
be eliminated [1, 2].

(e issues such as the complex nature of high-dimen-
sional data, irrelevancy, overfitting, and high computational
cost raise the need for feature selection methods. (e feature
selection method identifies the most relevant features from
thousands of feature space by preserving the information. As
a result, efficient classification results and reduced
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computation time is achieved from the most relevant and
small feature space [3–5].

(e success of a mining algorithm depends on many
factors, and task-relevant data is the most important factor
among them. (e quality of input data generates quality
results. If a data mining algorithm is applied to irrelevant
data, which contains redundant information and noise, then
the results of the mining process would not be acceptable,
and also the learning process would be complex on a large
feature space [6].

Feature selection has become the focus of interest for
many researchers, and its importance is increasing rapidly
with the advancements in data mining. Feature selection is
the process of selecting a subset of relevant features from a
dataset having a large feature space, for example, the se-
lection of variables or predictors for use in model building.
Feature selection helps the data mining process in reducing
the hypothesis space by reducing the irrelevant features from
the given data [7, 8].

(ree different types of techniques are used for feature
selection, namely, filters, wrappers, and embedded ap-
proaches. Filter approaches do not take into consideration
any classification algorithm. (ese approaches select the
subset of features with the most relevant information [7].
Some evaluation techniques for filter approaches are relief,
information gain, and chi-square [8]. A wrapper approach is
a form of feature selection method that takes into consid-
eration a classification algorithm that is used for the selection
of a feature subset. An optimized set of feature space for a
particular classification algorithm is the output of the
wrapper approach. Examples of wrapper approaches are
principal component analysis, genetic algorithms, decision
trees, and particle swarm optimization. In embedded ap-
proaches, feature selection is a part of model fitting, and a
particular technique is selected based on the model. Random
forest, singular value decomposition, and probability ap-
proximation correct Bayes are some examples of embedded
approaches. (e solutions of the filter and wrapper ap-
proaches are said to be suboptimal as the external ap-
proaches do not take into consideration all possible
combinations of features [9].

A feature selection method must carry the search on
entire feature space by selecting different candidates of
feature subsets. (is search is completely independent of the
evaluation measures. (e search can be of three different
types, namely complete, sequential or random.(e complete
search is also termed an exhaustive search, which guarantees
the optimum results depending upon the particular evalu-
ation measure. However, its drawback is that it is compu-
tationally expensive W(2n) when executed over a large
feature space (n). (e sequential search does not produce
optimal solution/subset as it is based on the previous ranking
generated by other techniques. However, its computational
complexity is much better than exhaustive search which is
W(n2). (e random search also does not guarantee optimal
results as it starts with a random subset of feature space and
executes in sequential search manner. (e next subset is
generated completely random and the process continuous
until it reaches the final decision [10, 11].

Feature selection techniques are often used in domains
where there are many features and comparatively few
samples (or data points). Archetypal cases for the application
of feature selection include the analysis of written texts and
DNA microarray data, where there are many thousands of
features and a few tens to hundreds of samples [12].

A small feature space improves classification efficiency
and accuracy by reducing redundant and irrelevant infor-
mation. Furthermore, the generalization capability of clas-
sifiers also increases as model over-fitting is reduced over
small feature space. (e model/classifier is trained on only
the important features of the data without getting hung up
on irrelevant features. Such models are mostly workable for
the clinical environment. In disease profiling, a small feature
set based gene microarray dataset can result in better
classification and disease prediction results. (ere are a
number of research methodologies introduced for reducing
the feature space in gene microarray datasets. (eir main
goal is to achieve high disease classification and prediction
accuracy. Another importance of feature selection is that it
provides reduced feature space, which results in a reduced
response time of the model.

(ere are a lot of existing databases for health care
organizations in structured and semi-structured forms, such
as images, radiology reports, medication profiles, signals,
patient history, pathology reports, and treatment records.
(is type of data can be very heterogeneous, complex in
nature, uncertain, contain noise, and have a large feature
space. (erefore, data mining offers some methodologies
that can extract useful hidden patterns and information
from such databases efficiently by employing relevant fea-
ture selection methods and classification algorithms. (ese
valuable patterns and information can be very helpful for
clinical researchers and practitioners in making intelligent
decisions and early prediction of diseases with high
accuracy.

(is study proposed a data mining classification model
along with a novel feature selection method for the iden-
tification and progression of disease. (e main contribution
of this research is a classification model which incorporates
different feature selection algorithms to introduce an opti-
mized and accurate model which predicts the disease with
high accuracy. (e proposed model employed 27 different
feature selection methods from the categories of filter,
wrappers, and embedded approaches. (ese feature selec-
tion methods are executed on different medical datasets
consisting of large feature space obtained from publicly
available online data repositories. (e top 3 feature selection
methods are then identified from each feature selection
category, i.e., filters, wrappers, and embedded, on the basis of
high performance.

Finally, an efficient feature selection method has been
proposed which combines the results of all the selected
feature selection methods. Later on, a support vector ma-
chine classifier is employed on selected features to perform
the classification. Different metrics like accuracy, sensitivity,
specificity, and F-measure are used to evaluate the perfor-
mance. (e proposed feature selection method can be ap-
plied to any dataset for selection of efficient and most
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relevant features from a large feature space.(e classification
method applied to the selected feature set produced high
disease diagnosis accuracy and reduced execution time when
compared with state-of-the-art frameworks.

(e rest of the paper is organized as follows: Section 2
discusses the literature review performed on feature selec-
tion methods for large datasets; Section 3 elaborates pro-
posed methodology in detail. Experiments, results,
evaluation, and discussion are given in Section 4. Finally,
Section 5 discusses the conclusion and future work.

2. Literature Review

(e feature selection method is considered the most im-
portant step in machine learning-based models. A lot of
research has been performed on feature selection algorithms
using classification methods. (ese feature selection
methods are categorized into three categories: filter ap-
proaches, wrapper approaches, and embedded approaches.
Some of the state-of-the-art research in each category is
given as follows.

Khan et al. [13] focused on the disease diagnosis issue
and mentioned that radiologists can use the Gabor filter
bank for feature extraction. (e proposed model is based on
the Gabor filter bank for the selection of appropriate fea-
tures. (e Cuckoo search method is employed as a meta-
heuristic algorithm. Most descriptive features are attained
from the image samples. In the segmented region, there are
high-dimensional features, and feature selection is used to
obtain a subset of features. (e DDSM database was used to
obtain 2000 mammograms. (e proposed model has
achieved high performance when compared with other al-
gorithms. However, the proposed framework can be im-
proved by reducing its computational cost.

Another filter approach is used in [14], where microarray
data classification is performed in combination with a
clustering approach. (e K-mean clustering method is
employed to generate the clusters of features where features
are categorized on the basis of the same characteristics. (e
best features are selected from each cluster, and then clas-
sification is performed on the selected features. A random
forest is used for classification. (e evaluation of the pro-
posed model is performed on multiple datasets, such as
colon, lung cancer, and prostate. (e analysis of the results
indicates the highest accuracy of 98.9%. (e proposed ap-
proach, along with the clustering approach, has generated
high performance results. (e proposed framework can be
improved by using an optimization algorithm to fine tune
the parameters.

Feature selection is considered as a preprocessing step in
order to improve the classification performance. Ke et al.
[15] discussed that microarray datasets contain large feature
space, small sample size, and mostly irrelevant features,
which makes it difficult to contribute towards a model with
high classification accuracy. (e proposed approach focused
on score-based criteria for feature selection (SCF). (e
Cancer dataset is used for prediction, and prediction per-
formance is analyzed. (e proposed model is evaluated on
five gene microarray datasets and three low-dimensional

datasets. Support vector machines and K nearest neighbors
are used for classification. (e analysis shows that the
proposed SCFmethod can be used as a preprocessing step to
perform the disease diagnosis with high accuracy. (e
proposed approach is complex in terms of weight assign-
ment parameters. A score normalization method can be
incorporated to overcome this limitation. (e ensemble of
filter methods is then introduced by Ghosh et al. [16] for the
identification of important features from microarray data-
sets. (e proposed methodology is based on two stages. In
the first stage, the ensemble of filter methods was introduced
based on the union and intersection of top n features, and
then in the next stage, the genetic algorithm was applied to
generate the results. (e analysis shows that the union of
features produced better results. (e proposed method is
independent of classifiers; therefore, three different classi-
fiers like multilayer perceptron, support vector machine, and
k nearest neighbor are used for classification. (e evaluation
was performed on five different cancer datasets and attained
the highest accuracy as compared to state-of-the-art models.
(e proposed methodology can be further improved by
using ensembles for classification instead of single classifiers.

Mostly, the feature extraction and selection processes are
quite complicated and hazardous. To improve this process
and make it easy to extract features and make learning time
short, improvement is needed. Saw et al. [17] proposed a
model based on wrapper-based feature selection, i.e., particle
swarm optimization (PSO) to reduce the feature set. As a
result, the classification accuracy of healthcare data is im-
proved. Five medical datasets are used for experimentation
and analysis and are downloaded from the UCI data re-
pository. Multiple classification algorithms are used to
perform the classification of data along with the PSO
method. It is clear from the experiments that computational
complexity is reduced and accuracy is improved by reducing
the feature set. However, the proposed approach can be
evaluated on gene microarray data to justify the results. Xue
et al. [18] then proposed an ensemble-based wrapper feature
selection for medical data. (e proposed methodology is
based on extreme learning machines (ELM) and genetic
algorithms (GA) for classification. Simultaneous optimiza-
tion is performed for both the feature subset and classifier
parameters. ELM is modified using error mimization (EM)
and a novel machine. EM-ELM is introduced to perform
feature selection in a reasonable time. Ranking and selecting
strategies are used to further refine the selection of features.
Benchmark datasets are used for evaluation. Experimental
results show that the proposed model has achieved better
performance and execution time as compared to other
models. Ensemble classification algorithms can be incor-
porated to further improve the classification performance.

In order to further improve the feature selection per-
formance, González et al. [19] introduced a novel method
based on the multiobjective wrapper method for feature
selection. (e proposed model performs analysis and clas-
sification of BCI applications. Over-fitting is avoided by
selecting a small subset of features. (e stability of the
proposed wrapper method is analyzed using the feature
ranking method. Four different classification methods are
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used to evaluate the effectiveness of the proposed frame-
work. It is analyzed that KNN has achieved the highest
performance in terms of kappa values and proved more
stable as compared to other classifiers. However, it has the
limitation of execution time, which rises directly propor-
tional to the increase in value of ok. K. Mustaqeem A. et al.
[20] also proposed a wrapper-based feature selectionmethod
for the cardiac arrhythmia dataset. A random forest is used
to select the best features from the arrhythmia dataset.
Various machine learning classifiers such as Näıve Bayes
(NB), support vector machine (SVM), K nearest neighbor
(K-NN), and multilayer perceptron (MLP) are then used for
classification based on selected features. (e best accuracy is
achieved by MLP as compared to other classifiers. Ar-
rhythmia dataset is archived from UCI machine learning
repository. However, the proposed technique can be eval-
uated on other diseases andmicroarray datasets to justify the
performance.

Alzaqebah et al. [21] further introduced an improvement
in the wrapper feature selection method. (e proposed
model is based on the neighborhood search method along
with moth optimization for performing optimized feature
selection. (e moth-flame optimization (MFO) algorithm is
used along with neighborhood to find the best features from
a given large feature space. Premature convergence and local
optima problems are also avoided by the proposed method.
(e modified MFO has achieved better results when com-
pared with other population-based algorithms such as
particle swarm optimization (PSO), firefly algorithm (FFA),
and genetic algorithms (GA), etc. (e evaluation is per-
formed on 8 different medical datasets and performance is
analyzed. (e analysis of results shows that the proposed
method outperforms when compared with other state-of-
the-art methods.

(e most recent advancement of the wrapper feature
selection method was introduced by Sun et al. [22]. (e
proposed model is based on a combination of filter and
wrapper methods. A common spatial pattern (CSP) based
feature selection framework is proposed which performs
evaluation of BCI datasets. An improved binary gravitational
search algorithm (IBGSA) is proposed to find the optimal
subset of features. (e experimentation is performed on
three publicly available BCI datasets and then MI classifi-
cation is performed. (e accuracy is compared with existing
feature selection models, and it is analyzed that the proposed
model outperforms on the same datasets. (e proposed
model can be improved by incorporating embedded
methods to further improve the selection of optimized
features. (e summary of data mining algorithms using
feature selection is shown in Table 1.

Although a number of feature selection methods have
been used in decision support systems for medical datasets,
there is still room for improvement. (ere is a need to
optimize the combination of feature selectionmethods along
with classifiers to produce high performance for medical
datasets, specifically for datasets having a large number of
feature space. (e proposed framework focuses on an op-
timized combination of feature selection methods which
produce high quality results for different types of datasets.

3. Materials and Methods

(e prime focus of the proposed methodology is on feature
selection. (e proposed research identified optimized fea-
ture selection techniques that result in high performance.
Multiple feature selection techniques are incorporated into
clinical decision support systems, and a framework is
proposed. (e proposed framework can be used for feature
selection and classification/prediction of any medical
dataset. Figure 1 shows the detailed overview of the proposed
framework.

(e proposed framework is divided into following
modules i.e., Data Extraction, Feature Selection and Clas-
sification and Experimental Evaluation. Each of these
modules is discussed as follows.

3.1. Data Extraction. (e first and foremost step of the
proposed framework is data extraction. Two medical
datasets are downloaded from UCI’s online data repository.
(ese datasets are named the Cleveland heart disease dataset
and the Gene expression cancer microarray datasets. (ese
two datasets are different in nature as they have different
levels of attributes and instances. (e reason behind using
these datasets is to show the unbiased behavior of the
proposed model such that its performance on large feature
space and comparatively small feature space is comparable.
Each dataset contains a large number of features as com-
pared to the number of samples. (e summary of these
datasets is shown in Table 2.

3.2. FeatureSelection. After data extraction, feature selection
is performed to obtain the most relevant features for the
classification task. (e archived datasets contain a large
number of feature space and all of these features do not
contribute towards classification. (erefore, the most rele-
vant features are selected to make the process efficient and to
improve the accuracy. Multiple feature selection methods
are evaluated from the filters, wrappers, and embedded
category. (en the top 3 methods are selected from each
category (filters, wrappers, and embedded) based on accu-
racy. (e accuracy threshold is set to 80%, which reflects
that, after selecting the top 3 feature selection methods from
each category, features selected by each method are evalu-
ated using an SVM classifier. Finally, those features will be
selected as a final subset from each category where the SVM
classifier will give accuracy greater than 80%. (e following
methods are used from the filter, wrapper, and embedded
feature selection methods category based on literature.

3.3. Filter Approaches. Following filter approaches are used
in the proposed methodology for feature set selection.

3.3.1. Correlation Based Feature Selection (CFS).
Correlation based feature selection [39] is a multivariate FS
method that has been successfully applied to many classi-
fication tasks. CFS evaluates the features based on the in-
dividual’s performance of prediction along with the certainty
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Table 1: Summary of data mining algorithms using feature selection on medical datasets.

Reference Year Techniques Datasets Accuracy Limitations

Ghosh et al [23] 2021 Relief, LASSO Cleveland, long beach,
Hungarian, stat log 99.05% Classification algorithm is dependent on

feature selection method.
Alirezanejad
et al. [24] 2020 Heuristic methods Colon, leukemia 92% Meta heuristics can be applied to remove

unnecessary attribute prior to classification

Khan et al. [25] 2019 Gabor filter bank + SVM DDSM database 92.48%
(e proposed system computational cost is
much higher and they proposed further

research to optimize the computational cost

Lü et al. [26] 2019 RBM+SVM MNIST handwritten
database 81.87%

Due to the determinacy of configuration
parameters, the RBM feature extraction is not
feasible, which needs to be improved in

further research.

Shrinivas
D. Desai et al.
[27]

2019 BPNN+LR Cleveland dataset 78.88%

(e proposed model cannot be used as a
clinical expert, it only complements the
decision of clinician for taking better

diagnostic decisions
Vijayashree et al.
[28] 2018 PSO+ SVM Cleveland heart disease — (e proposed model can further be improved

using ensemble classifiers.

Kalantaria et al.
[29] 2018 GA-SVM

California at Irvine
(UCI) machine

learning repository
84.44%

(e proposed system further optimization
needs in terms of achieving high performance

in detection on medical datasets.
Dwivedi et al.
[30] 2018 SVM Statlog heart disease

dataset 90% (e proposed system cannot be used for the
predication of disease levels.

Jianguo Chena
et al. [31] 2018

Disease diagnosis and
treatment recommendation

system
PubMed dataset 90% (e security prospective is not been

addressed. Feature selection is not considered.

Tayefi, et al. [32] 2017 Decision tree, hs-CRP UCI dataset 94%

Due to some risk factors in diabetic patients,
the proposed model does not consider some
key factors to evaluate the system for high

performance.

Hoque et al. [33] 2016

Decision tree

UCI dataset

71.2%
To incorporate incremental fuzzy feature

selection technique for classification of DDoS
attack traffic.

Random forests 83.12%
Näıve bayes 28.60%

kNN 94.50%
SVM 51.14%

Bennasar et al.
[34] 2015

mRMR

Sonar datasets

88% It disregards the interaction between the
features and the classifier, as well as the higher

dimensional joint mutual information
between more than two features, which

sometimes can lead to a suboptimal choice of
features.

JMIM 87%

NJMIM 86%

EMary et al. [35] 2015 Gray wolf optimization UCI dataset — Improvement can be made using advanced
feature selection method.

Veronica et al.
[36] 2015

ReliefF

Micro array datasets

90.24% (e developed techniques should be tested on
multiplatform, distributed learning, and real-
time processing. It provides a new line of

research for researchers to work on datasets
with numerous increases in dataset use in

feature selection.

Information gain 82.32%
mRMR 65.23%
CFS 65.36%
FCBF 55.21%

Chi-Squared 81.2%

Zhang et al. [37] 2014

Sequential forward floating
selection (SFFS) Spam based data set

94.07% Slow processing, used only decision tree for
classificationSBS 95.28%

MBPSO 91.97%

Verónica et al.
[38] 2014

Correlation-based feature
selection (CFS) Brain (UCI) 66.67% To distribute the microarray data vertically

(i.e., by features) in order to reduce the heavy
computational burden when applying

wrapper methods.

Chi-square CNS (UCI) 65.00%
Minimum redundancy
maximum relevance GLI (UCI) 69.41%

Support vector machine 96.99%
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Microarray
dataset

Feature selection

Filter Approaches Wrapper Approaches Embedded Approaches

Relief FInformation
Gain

Correlation
based feature

selection

Chi-Square
Minimum
redundacy
maximum
relevance

Markov blanket
filtering

Mutual
Information
based feature

selection

Decision treeGenetic
Algorithm

Principal
component

analysis

Sequential
forward floating

selection

Particle swarm
optimization

Gradient based
leave one out gene

selection

Sequential
backward

search

Probably
approximately
correct-Bayes

Random forest Singular value
decomposition

Least absolute
shrinkage and

selection operator

Kernel
penalized SVM

SVM based
recursive feature

elimination

First rule based
feature subset

selection

Top 3 feature selection methods
based on high Accuracy

Top 3 feature selection methods
based on high Accuracy

Top 3 feature selection methods
based on high Accuracy

Accuracy>80 Accuracy>80 Accuracy>80

Perform Intersection on selected features

Select features Select features Select features

Feature
subset

Apply SVM

Accuracy
Sensitivity
Specificity
F-Measure

Sequential
forward search

Figure 1: Proposed framework for feature selection and classification.

Table 2: Summary of medical datasets.

Datasets Samples Features Access link
Cleveland heart disease 303 75 https://archive.ics.uci.edu/ml/datasets/heart + disease
Gene expression cancer dataset 801 20531 https://archive.ics.uci.edu/ml/datasets/gene + expression + cancer +RNA-seq
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of redundancy between them. (e correlation between
subsets of attributes and class is determined by the corre-
lation coefficient. Equation for CFS is given as

rac �
krzi������������

k + k(k − 1)rii

􏽱 , (1)

where rac represents the correction between feature set and
class attributes, k shows number of features, rzi is average of
correlation between class attribute and feature subset, and rii
shows intercorrelation between feature subset.

3.3.2. Information Gain (IG). Information gain [40] is a
univariate method which selects those branches of a decision
tree that most count towards predication. Ultimately, those
features are selected from the dataset that contain the most
information. (e following formulas are used to calculate
the information gain of features, and those that contain the
highest value are selected as a subset.

Gain Sj􏼐 􏼑 � E Pj􏼐 􏼑 − E Sj􏼐 􏼑,

E(P) � 􏽘

n

I�1
pilog2pi,

E SJ􏼐 􏼑 � 􏽘

nj

I�1
Ij ∗E(Y)j.

(2)

3.3.3. ReliefF. ReliefF [41] is a multivariate feature selection
method which selects features based on their nearest
neighbors. Feature weights are calculated using a convex
optimization problem. Following formula is incorporated
for measuring relief and feature subset selection.

Wi � Wi − xi − nearHiti( 􏼁
2

+ xi − nearMissi( 􏼁
2
, (3)

where nearHit is the closest same class instance where as
nearMiss is the closest different class instance. X is a feature
vector and w represents the weight.

3.4. Wrapper Approaches. Following wrapper approaches
are used for features evaluation.

3.4.1. Genetic Algorithm (GA). A genetic algorithm [42]
generates a number of solutions/populations from given
features and evaluates every possible solution as a whole.
Fitness function, crossover, and mutation are applied and a
final population is selected, providing an optimized solution.
GA can be used for a large number of feature sets and
outperforms traditional FS methods.

3.4.2. Decision Tree. Decision trees [43] are widely used for
feature ranking based on split node attributes. (e impor-
tance of is analyzed by their ranking. (ere are a number of
decision tree algorithms for FS and ranking, such as ID3,
CART, and C4.5, etc. (e most relevant features are selected
as a subset and used for further classification.

3.4.3. Sequential Forward Search (SFS). SFS [44] is used for
feature sunset selection where relevant features are selected
iteratively until a desired set of features is obtained. (e
inclusion equation is given as follows:

x
+

� argmaxJx∈Yk
Yk + x( 􏼁. (4)

3.5. Embedded Approaches. Proposed methodology com-
prised of following embedded approaches.

3.5.1. Probably Approximately Correct (PAC)-Bayes. PAC
Bayes [45] is a probability-based method which identifies the
relationship between features and class label. A feature that
has a minimum probability for a particular class is elimi-
nated and an iterative process is applied for all feature space.

3.5.2. Random Forest. Random forest [45] is a highly ac-
curate method for FS and has better generalization. 4–12
hundred multiple tress are constructed based on random
selection of feature subset. (e importance of features de-
pends on how pure a node is. (e most important features
are finally identified.

3.5.3. Singular Value Decomposition (SVD). SVD [45] is
used for reducing the features of a given feature space.
Approximated computations are widely used for unsuper-
vised feature reduction using the following equation:

A ≈ Ak � Um∗k 􏽘
k∗k

V
T
k∗n, (5)

where rank r is greater than k, different k are generated as
compared to r. It is assumed that first k is larger than the
discarded ones.

4. Classification

Once feature selection is performed on a given feature set, a
subset of features is identified. (is feature subset is now
used for the classification of medical datasets. (e classifi-
cation method will have improved performance and high
accuracy as it is learned on a refined feature subset. Linear
classifiers generate results based on a linear combination of
features/values generated by selected features. A few ex-
amples of this category include Fisher discriminant analysis,
Näıve Bayes, etc., whereas SVM constructs maximum
margin hyperplane. A decision tree uses the feature space to
make a decision. Recursive partitioning is used where the
classification process is applied to feature space recursively
and it stops when there is no change in prediction value due
to partitioning.

4.1. SVM for Classification. An extensive literature survey
has been performed to select the appropriate algorithm for
medical data classification. Initially, 150 research papers
have been downloaded. (en, only those papers are iden-
tified that used classification algorithms for medical datasets.
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Next, screening has been performed to check which clas-
sification algorithm performed better. A literature review
shows that SVM outperforms other classification methods
for gene expression and other datasets for classification.
(ere are a number of reasons for this, such as SVM not only
classifies the dataset into classes correctly but also identifies
those samples/instances whose class label is missing, such as
outliers, etc. Strong mathematical background of SVM
makes them fit for gene expression dataset classification, for
example, they are flexible in selecting the similarity function.
In case of large datasets, it provides sparse solutions, and
most importantly, it is capable of handling large feature
space.(erefore, the proposed framework employs the SVM
algorithm for classification.

(e filter, wrapper, and embedded approaches are uti-
lized to perform feature selection. (e proposed research
applied these methods to multiple gene expression micro-
array datasets and calculated the accuracy. (e top 3 feature
selection methods from each FS category are selected based
on high accuracy. Now, there are top 9 feature selection
methods i.e., 3 feature selection methods from each category
having accuracy greater than threshold value. Common
features are selected from them by performing intersection.
Finally, Support Vector Machine is applied on common
feature set. (e proposed classifier, along with the selected
features subset, has attained marginal performance and
attained the highest accuracy. Multiple evaluation matrices
are used to evaluate the performance of the proposed SVM
with feature selection such as accuracy, sensitivity, speci-
ficity, and F-measure.

5. Experimental Evaluation

(e proposed framework is evaluated on multiple medical
datasets. (ese datasets are obtained from online data

repositories. Multiple filter, wrapper, and embedded feature
selection methods are used for evaluation.

5.1. Cleveland Heart Disease Dataset. (e table below shows
filter, wrapper, and embedded classifier implementation in
the Cleveland heart disease dataset. (e result of SVM
classifier implementation is calculated. (e performance of
each feature selection method is evaluated using accuracy,
sensitivity, specificity and F-measure. Tables 3–5 show the
top 3 feature selection methods based on their performance.

(e proposed framework is initially evaluated using 7
different feature selection methods, and these methods are
selected based on literature. (en the top 3 methods are
selected based on accuracy.(e idea behind their selection is
that if feature selection methods will be of high quality, then
the results generated by these methods will also be of high
quality. (en these methods are evaluated using an SVM
classifier and the results are shown in Tables 3–5. It is clear
from the results that most of the methods have high per-
formance results. ReliefF, information gain, and correlation-
based feature selection methods are shown in Table 3 be-
cause these methods have high performance as compared to
other filter methods. Similarly, sequential forward selection,
genetic algorithm, and decision tree have high performance
as compared to other wrapper methods, as shown in Table 4.
In Table 5, singular value decomposition, random forest, and
probably approximately correct are shown as they have high
performance as compared to other embedded approaches.

Moreover, accuracy, sensitivity, specificity, and f-mea-
sure are calculated for each method to show the
performance.

Table 6 shows results of SVM classifier on intersected
features selected by the top 9 feature selection methods from
different categories, as shown in Tables 3–5. Each feature

Input F: Original feature set
N: Size of population
D: Dimensions of feature
O: Optimal feature subset

For each F� 1-N Do:
While (each feature selection method not evaluated)

Evaluate each feature using feature selection methods
Calculate weight of each feature
Select top features based on weight
Evaluate each feature selection method on selected features
Calculate Accuracy, Sensitivity, Specificity, F-Measure
Select Top 3 methods based on Accuracy
If feature selection method Accuracy >80

(en select feature selection method
Select features subset D of each feature selection method
Perform intersection on selected features subsets D
Return O: Optimal feature subset

Else ignore
End While
End For
Output O: Optimal feature subset

ALGORITHM 1: (e algorithm of proposed feature selection method is given as follows:
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selection method selects some set of features, and then these
features are intersected and common features are identified
as a subset. Most relevant features are identified as common
features, and then an SVM classifier is applied on commonly
selected features. (e performance of SVM is shown by
accuracy, sensitivity, specificity, and F-measure.

5.2. Gene Micro Array Dataset. Filters, wrappers, and em-
bedded approaches are also applied on gene dataset attri-
butes, and the most relevant features are selected by each
method. Accuracy, sensitivity, specificity, and f-measure are
calculated and the top 3 feature selection methods are
identified from each feature selection category. Finally, SVM
is applied on intersection of selected features. Tables 7–9
show the implementation results.

(e analysis of the results indicates that most of the
feature selection methods have high performance results.
Table 7 shows ReliefF, information gain, and correlation-

based feature selection methods. (ese methods have high
performance as compared to other filters. Similarly, Table 8
shows sequential forward selection, genetic algorithm, and
decision tree as these methods have high performance as
compared to other wrapper methods. Table 9 shows singular
value decomposition, random forest, and probably ap-
proximately correct as they have high performance when
compared with other embedded approaches. Next, these
methods are evaluated against a threshold value, and the
subset of features is selected from those methods which have
an accuracy greater than 80%.

Table 10 shows the SVM result on intersected/common
features used in all top three techniques (Filters, Wrappers,
and Embedded). Accuracy, sensitivity, specificity, and
F-measure are then calculated. High accuracy of 94.45% is
achieved when it is applied on features subset.

Table 11 shows the result of the proposed feature se-
lection method using the SVM classifier for two medical
datasets. Two different types and range of datasets have been

Table 3: Top 3 feature selection methods (filters) based on high performance.

S.no Filters Accuracy (%) Sensitivity (%) Specificity (%) F-measure (%)
1 ReliefF 91.09 75.93 99.49 87.71
2 Information gain 90.76 75.93 97.62 86.77
3 Correlation-based feature selection 90.76 75.85 97.64 86.74

Table 4: Top 3 feature selection methods (wrapper) based on high performance.

S.no Wrapper Accuracy (%) Sensitivity (%) Specificity (%) F-measure (%)
4 Sequential forward selection 88.5 73.05 72.06 72.55
5 Genetic algorithm 86.5 73.8 71.6 72.7
6 Decision tree 64.02 96.36 85.48 90.92

Table 5: Top 3 feature selection methods (embedded) based on high performance.

S.no Embedded Accuracy (%) Sensitivity (%) Specificity F-measure (%)
7 Singular value decomposition 64.37 100 64.36% 82.18
8 Random forest 89.44 84.24 86.95%% 85.95
9 Probably approximately correct 65.65 19.96 57.69% 38.82

Table 6: SVM performance on most relevant features using intersection.

S.no Classifier Accuracy (%) Sensitivity (%) Specificity (%) F-measure
1 SVM 91 79 82 80.5

Table 7: Top 3 Filter approaches performance for gene microarray dataset.

S.no Filters Accuracy (%) Sensitivity (%) Specificity (%) F-measure (%)
1 ReliefF 91.09 75.93 99.49 87.70
2 Information gain 89.63 75.93 97.62 86.77
3 Correlation-based feature selection 90.55 75.85 97.64 86.74

Table 8: Top 3 Wrapper approaches performance for gene microarray dataset.

S.no Wrapper Accuracy (%) Sensitivity (%) Specificity (%) F-measure (%)
4 Sequential forward selection 87.3 72.04 72.06 72.05
5 Genetic algorithm 86.4 70.8 71.6 70.57
6 Decision tree 64.02 93.33 85.48 89.04

Complexity 9



used to show the effectiveness of the proposed model. (e
results indicate that high performance is achieved while
feature selection is used with the SVM classifier. (e ac-
curacy of 91% is achieved for the Cleveland dataset, which
has small feature space and has 75 features, whereas 94.45%
accuracy is achieved for the Gene microarray dataset, which
has 20531 features.(e proposed model shows an acceptable
level of performance for each type of dataset, which indicates
that the model is stable. It can be applied on any kind/size of
dataset and its performance remains stable.

High performance is achieved by the SVM classifier
because of the best and the most relevant features used in the
dataset. Most relevant features are selected in different
stages, such as when initially the most relevant feature se-
lection methods are selected based on literature, then the top
3 feature selection methods are selected based on high ac-
curacy, and next, those methods are selected which have an
accuracy greater than 80%. After that, intersection of fea-
tures is performed to further scrutinize the features, and
these features are already selected by high performance
methods. Finally, the SVM classifier is executed on the most
relevant features, and this is the reason behind achieving
high performance results for each dataset.

6. Conclusions and Future Work

In this research study, the proposed classification model
successfully identified the most efficient feature selection
methods for medical datasets. Four performance measure
criterions (accuracy, sensitivity, specificity, and f-measure)
are used along with SVM in this study.

Initially, 9 different feature selection methods are se-
lected from three feature selection categories (i.e., filters,
wrapper, and embedded) based on the research review,
which was mostly used in medical sciences. Further, those
nine methods were classified by implementing weight factor
using rapid miner to get the weight of each attribute, and
then an SVM classifier was used to get the performance
factors. (e Gain SVM classifier is selected based on a

literature survey as most of the research was conducted using
the SVM classifier and generated high results.

Finally, to get better performance, the intersection of
common attributes selected by each feature selection
method is applied, and then SVM is implemented on the
intersected/common attributes to get the performance factor
that further evaluates the proposed model.

(ere are many other feature selection techniques
available in the literature to implement in different ways to
select the best possible features in the medical domain. (e
proposed methodology covered three different techniques
(filters, wrappers, and embedded) in the medical domain for
feature selection.(is research work can be further extended
using evolutionary algorithm-based feature selection algo-
rithms, such as particle swarm optimization, etc. (e pro-
posed framework can be implemented in other fields of
medical sciences as well. [46–52].

Data Availability

(e datasets used in experimentation are available at the
following links: https://archive.ics.uci.edu/ml/datasets/
heart+disease and https://archive.ics.uci.edu/ml/datasets/
gene+expression+cancer+RNA-Seq.
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