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Ulam’s spiral reveals patterns in the prime numbers by presenting positive integers in a right-angled whorl. Te classic spatial
prisoner’s dilemma (PD) reveals pathways to cooperation by presenting a model of agents interacting on a grid. Tis paper brings
these tools together via a deterministic spatial PD model that distributes cooperators at the prime-numbered locations of Ulam’s
spiral.Temodel focuses on a narrow boundary game variant of the PD for ease of comparison with early studies of the spatial PD.
Despite constituting an initially small portion of the population, cooperators arranged in Ulam’s spiral always grow to dominance
when (i) the payof to free-riding is less than or equal to 8/6 (≈1.33) times the payof to mutual cooperation and (ii) grid size equals
or exceeds 23× 23. As in any spatial PD model, particular formations of cooperators spur this growth and here these formations
draw attention to rare confgurations in Ulam’s spiral.

1. Introduction

Recent research verifes a long-anticipated connection be-
tween the prime numbers and the evolution of cooperation
[1]. When one-shot prisoner dilemma games occur across
intragenerational time points, cooperators can succeed via
cyclical strategies with prime-numbered period lengths
[2, 3]. Tis recent research indicates a role for prime
numbers in the evolution of cooperation when models
highlight the temporal aspect of social interaction, but what
role might primes play when models highlight the spatial
aspect of sociality? A deep literature has shown that spatial
relations—including extraindividual connections and
higher-order interactions depicted by hypergraphs [4]—can
bring about cooperation’s evolution either in concert with
other mechanisms [5–14] or independent of other mecha-
nisms [15–28]. Tis paper adds to the latter literature by
showing that seeding the spatial prisoner’s dilemma with
a particular representation of the primes can cultivate the
evolution of cooperation because that representation in-
cludes formations of cooperators known to promote co-
operation’s success on a spatial grid. Specifcally, the study
distributes cooperators at the prime-numbered locations of
Ulam’s spiral [29] in a deterministic two-dimensional spatial

prisoner’s dilemma model [16, 17] in which the prisoner’s
dilemma takes the narrow form of the boundary game [30],
and it fnds that this initial seeding leads to the growth and
dominance of cooperation when the payof to free-riding is
less than or equal to 8/6 (≈1.33) times the payof to mutual
cooperation and grid size equals or exceeds 23× 23. Fur-
thermore, the model highlights atypical confgurations of the
primes in Ulam’s spiral, thus shedding light on the spiral
itself and, in so doing, contributing to research that uses life-
science models to illuminate mathematical phenomena (e.g.,
[31]). Tese fndings provide a very modest, frst glimpse of
how jointly studying Ulam’s spiral and the evolution of
cooperation might ofer insight into each of those enigmas.

Indeed, each enigma—Ulam’s spiral and the evolution of
cooperation—continues to stoke curiosity. Ulam’s spiral, for
one, has sparked many questions since its legendary
emergence from the bored doodling of Stanislav M. Ulam
[32]. During a dull talk, Ulam sketched the positive integers
in a grid-like swirl and marked the primes [32]. Upon
completion, Ulam’s drawing showed a subtle pattern among
the primes. Teir values ran in diagonal streaks and cross-
hatched lines across the right-angled whorl [32]. Te vague
pattern became still more apparent when Ulam and col-
leagues computationally generated the spiral to ever larger
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values [29]. Tough research has clarifed aspects of the
spiral’s properties, it remains a focus of ongoing inquiry
[33, 34].

Likewise, despite extensive advances in the cross-
disciplinary efort to understand it [35–38], the evolution
of cooperation has continued to enthrall the sciences because
the realization of cooperation seems impossible yet em-
pirical evidence suggests it is common [38, 39]. Cooperation,
after all, requires entities to incur personal costs that beneft
others, thus luring individuals to withhold cooperation while
others engage in it; yet, this attempt to free-ride, when
universally indulged, leaves all bemoaning that they and
others had not chosen to cooperate [36, 37]. Tis seemingly
impossible impasse materializes clearly in the dyadic pris-
oner’s dilemma in which two entities can both cooperate to
earn R, but one-sided defection earns the higher payof Tand
leaves a cooperator with the dismal payof S, thus enticing
joint defection and generating the middling payof P [40].
Tis payof structure (T>R> P> S) implies that evolu-
tionary selection ought to favor those who attempt to free-
ride; nonetheless, empirical evidence indicates that co-
operation underlies innumerable examples of biological
organization [38]. Tis paradoxical relation between theory
and empirics arouses continued fascination with how co-
operation evolved and, to date, researchers have uncovered
many mechanisms—both active and passive—that trigger
cooperation’s evolution [37, 39, 41, 42].

Active mechanisms include those in which cooperative
individuals behave conditionally to avoid free-riding—for
instance, by determining whether to cooperate based on
others’ shared genes [43], reputations [44–47], tags [48], or
wealth [49–51]. Such active mechanisms also include con-
ditional behavior either to sanction defection (e.g., via
punishment [14, 52–59], reciprocating defection with de-
fection [36, 60], or discontinuing play [61–63]) or to repay
cooperation (e.g., via reciprocal altruism and rewards
[60, 64, 65]). An adjacent literature, moreover, has recently
generalized from the problem of cooperation to consider
moral preferences more widely [66] and ofers a new active
mechanism for study in the literature on cooperation.
Specifcally, it presents a novel mathematical mod-
el—applicable to the study of cooperation yet relevant to all
social decisions—in which individuals gain utility based on
the extent to which they care about and perceive an action to
be morally correct [66], thus ofering the fascinating pos-
sibility of formally accounting for moral evaluation of social
cooperation based on personal norms [66] (a novel active
mechanism), not just adherence to social norms [67, 68].

Mechanisms supporting cooperation also include pas-
sive mechanisms in which cooperation evolves due to
properties of either an entity’s environment (e.g., its network
of interactions [42, 69–74] or the contribution of social
interaction to ftness [75]) or its movement in that envi-
ronment (e.g., due to dispersal patterns among kin
[15, 76–79] or features of movement [80, 81]). Recent re-
search, furthermore, presents the possibility of developing
a richer picture of such passive mechanisms by studying
higher-order interactions via the modeling of cooperation
on hypergraphs [4]. Allowing for connections between

extraindividual entities such as groups or networks, this
recent research opens the door to lines of inquiry that study
multiple passive mechanisms in a single framework—a
paradigm that is particularly valuable in investigations of
cooperation in practical or policy settings [4]. Together,
these mechanisms indicate the various ways that co-
operation can evolve even without deliberate action. Al-
though past work successfully unifes many of these
mechanisms [26, 37], the breadth of possible mechanisms
supporting cooperation remains unknown and the focus of
ongoing inquiry.

Tis paper adds to that avenue of research via a model
that shows how Ulam’s spiral and the evolution of co-
operation can shed light on each other. Studying the model
reveals the conditions in which locating cooperators at the
prime-number values of Ulam’s spiral can serve as
a mechanism to spur cooperation’s evolution. Tat is, to be
clear, past research shows that cooperation’s evolution in the
spatial PDmodel can result even from random allocations of
cooperators arranged in confgurations that insulate them
from defectors and allow them to earn higher payofs
[19, 25]. Do such confgurations occur in Ulam’s spiral, thus
making it a starting point for cooperation to emerge? Albeit
only one of myriad ways to arrange cooperators at the outset
of a spatial PD model, Ulam’s spiral is a theoretically in-
teresting confguration due to the signifcance of the prime
numbers and the possibility that the spiral might emerge
naturally through a rotating sieve process. As a result, this
paper considers a spatial PD model that assesses whether
distributing cooperators at the prime-number locations of
Ulam’s spiral yields confgurations of cooperators that
promote cooperation’s evolution. Indeed, the research fnds
that, under certain parameter settings, Ulam’s spiral does
contain formations that facilitate cooperation’s evolution.
Such inquiry also indicates how the sources of cooperators’
growth in the model highlight atypical confgurations of the
primes in the spiral. Tese fndings hint at how researchers
might use the model to further study both cooperation’s
evolution and the prime numbers.

2. Methods

Te model studies a population dispersed across an n × n

grid with periodic boundaries. Each member of the pop-
ulation resides in its own grid cell (i.e. population size,
m � n × n) and adopts a strategy either to cooperate (C) or
defect (D) in all of its interactions (cf. [82–84], which present
more-nuanced depictions of how the decision to cooperate
or defect might be modeled). Interactions occur across
generations, g ∈ G, where G � 1, 2, . . . , g∗ . Specifcally,
members of the population interact once per generation with
each individual residing in their Moore neighborhood—that
is, with the individuals located at each of their eight adjacent
cells whose relative location can be described using the
cardinal directions (North, East, South, and West) and the
intercardinal directions (Northeast, Southeast, Southwest,
and Northwest). Albeit less sophisticated and realistic than
alternative spatial structures, the model’s square lattice and
attendant interaction network continue to receive attention
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in current research [84] and this paper uses them for ease of
comparison with the existing literature. Future work might
extend the present model to consider alternative neigh-
borhoods and interaction ranges (as in [85]).

Interactions consist of one-shot prisoner’s dilemma
games that use the payof matrix from the classic study of
Nowak and May [17].

C D

C

D

1 0

b ε
 .

(1)

Tis version of the prisoner’s dilemma sets the payof to
mutual cooperation, R � 1, and the payof to exploitation,
S � 0, while remunerating defectors who free-ride with T �

b> 1 and paying defectors who mutually defect with
P � ε→ 0, which is set at P � 0.001 in the simulation re-
ported here. Te model in (1) constitutes a version of the
boundary game—a specifc subclass of the prisoner’s di-
lemma that exhibits properties akin to the game of chicken
and does not capture the full richness of other parame-
terizations of the PD, such as the donor-recipient game,
which make the dilemma at the heart of the prisoner’s
dilemma more vexing [30, 86–88]. Accordingly, by using
(1) to depict the PD, this study trades generality and ro-
bustness for ease of comparing the results of this in-
vestigation with those of early studies of the spatial PD
[19, 20].

Te payofs that a member of the population earns from
its interactions with each neighbor are then summed. Tis
individual, subsequently, compares its summed payofs to
the summed payofs of each of its neighbors and it switches
to a new strategy if one of its neighbors’ earned more using
that strategy. It keeps its strategy if it earned more than its
neighbors or if a neighbor using its same strategy earned
more. Accordingly, the model uses the original strategy
update method of the spatial prisoner’s dilemma [17] instead
of more-recent novel conceptualizations of the update dy-
namics [89–91].

Te model’s sequence of social interaction, payof
summation, payof comparison, and strategy adoption re-
peats across generations until either the population reaches
a stable state (i.e. all members of the population employ the
same strategy in g + 1 that they used in g) or until the
maximum number of generations, g∗, is reached. Te study
sets g∗ � 200 as test runs of the simulation indicated that the
population always reached a constant state (i.e. a static
equilibrium) or a repeating pattern (i.e. a stable limit cycle)
well before the 200th generation.

Te model begins with cooperators located at the prime-
numbered values of Ulam’s spiral, while defectors are lo-
cated at composite values of Ulam’s spiral. Given evidence
that the initial fraction of cooperators [92] and the spatial
pattern of cooperators [93] infuence the evolution of co-
operation in the spatial prisoner’s dilemma, it warrants
mentioning that seeding the model with cooperators at the
prime-number locations of Ulam’s spiral results in a con-
stant fraction and fxed pattern of cooperators (at g � 1) for
any given value of n.

Numerical simulations examine the model at n � 101,
n � 151, and n � 201, as well as at small odd-number
population sizes ranging from n � 3 to n � 51, which al-
low for identifcation of the minimal value of n at which
selection for cooperation occurs when cooperators are
arranged at the prime-number locations of Ulam’s spiral.
Note that n only takes odd values so that the grid possesses
a central cell (horizontal and vertical midpoint) that can
serve as the origin of Ulam’s spiral. Simulations also vary the
value of b from 1 to 2, in 0.01-unit increments, so as to
explore the critical values of T/R that research has identifed
as infuencing dynamics in the spatial prisoner’s dilemma
(viz. [94], p.148).

Te simulation was implemented and analyzed using the
programming language R [95], with the core of the program
drawing on existing code for developing cellular automata
models in R [96]. All computer code is available publicly via
links in the supplementary materials of this paper, as is the
output data reported in the results.

3. Results

Simulation results indicate clear conditions in which co-
operators can grow to dominance when initially distributed
at the prime-numbered locations of Ulam’s spiral. As in-
dicated in Figure 1, varying grid size, n, across low values
ranging from 3 to 51 reveals that cooperation never comes to
dominate the population when n< 23. For n≥ 23, the value
of b constrains the growth of cooperators (see Figure 1): in
runs when b> 8/6, cooperators always go extinct in the
simulation, whereas in runs when b≤ 8/6 and n≥ 23, co-
operators always grow their share of the population until it
vastly exceeds the proportion of defectors (Figure 1). When
b≤ 8/6 and n � 101, cooperators always constitute at least
96.54% of the population at the end of the simulation.
Likewise, under those same values of b, when n � 151 co-
operators always constitute at least 97.65% of the population
and when n � 201 cooperators never constitute less than
98.18% of the population.

When cooperator extinction occurs, it always occurs
rapidly (viz., by g � 3), whereas cooperator growth tran-
spires over more generations and follows a common pattern
early in a run. First, the population of cooperators initially
retreats as cooperators who lack a sufcient number of
cooperative neighbors switch their strategy to locally prof-
itable defector strategies. For instance, Figure 2 shows an
example run with b � 1.33 and n � 201, which depicts this
retreat from the frst generation (panel Figure 2(a)) to the
second generation (panel Figure 2(b)). When 23≤ n≤ 51, the
proportion of the population consisting of cooperators
declines from a median proportion of 0.1616 at g � 1 to
a median proportion of 0.0220 at g � 2 before rebounding to
a median proportion of cooperators of 0.0336 at g � 3, and
growing thereafter.When n takes values of 101, 151, and 201,
the proportion of cooperators from generation 1 to gen-
eration 2 declines from, respectively, 0.1227 to 0.0077,
0.1117 to 0.0049, and 0.1049 to 0.0039. Following this
collapse, a sustained uptick in cooperators occurs as clusters
of cooperators outcompete their neighboring defectors (see
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Figure 1: Cooperators arranged in Ulam’s spiral grow their population share when b≤ 8/6 ( ≈ 1.33) and n≥ 23.Te fgure presents the fnal
proportion of cooperators across values of b and small values of n to identify critical values of those parameters infuencing cooperation. As
Figure 1 indicates, cooperators either constitute a dominant fnal portion of the population (green-to-blue region of the fgure) or they go
extinct (pink region). Moderate shares of the population, indicated in the color key by yellow, do not appear in simulation results. Tese
fndings, displayed in Figure 1, demarcate the narrow parameter range in which cooperation can evolve in the boundary game variant of the
spatial PD when cooperators are arranged at the prime-number values of Ulam’s spiral.

Generation = 1

(a) (b) (c) (d)

Defector Cooperator

Generation = 2 Generation = 3 Generation = 4

Figure 2: Cooperation emerges, following collapse, from a small number of clusters. Figure 2 displays snapshots of the simulation across (a)
Generation� 1, (b) Generation� 2, (c) Generation� 3, and (d) Generation� 4 when b � 1.33 and n � 201. From an initial distribution at the
prime-numbered values of Ulam’s spiral (panel (a), Generation� 1), cooperators’ share of the population collapses (panel (b), Gen-
eration� 2), stabilizes at 7 clusters (panel (c), Generation� 3), and those clusters begins to grow (panel (d), Generation� 4).Tis dynamic of
collapse-then-growth, which Figure 2 shows in panels (a)–(d), appears across runs in which cooperators overtake the population, thus
indicating that the confguration of cooperators at the locations where cooperators survive in Generations 2 and 3 are responsible for those
instances in which cooperation evolves from an initial distribution of cooperators at the prime-number locations in Ulam’s spiral.
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example run in Figure 2, panels Figure 2(c) and 2(d)). Tis
rebound continues until cooperators grow to dominance.

Te population of cooperators recovers due to clusters of
cooperators—an expected phenomenon given that past re-
search has shown that such clusters promote cooperation in the
spatial prisoner’s dilemma [94]. In the present model, those
clusters form at a small number of regions of Ulam’s spiral
where prime numbers are arranged in an “X” shaped pattern
that fts within a 3 × 3 square and adjacent primes extend from
one ormore of the X-shape’s arms into a region devoid of other
primes (see Figure 3). When n � 101, clusters of cooperators
form in four regions of the grid and the clusters center, re-
spectively, on the prime numbers 353, 701, 3347, and 4691.
When n � 151, the same four clusters lead to cooperation’s
dominance and a ffth, additional cluster appears centered on
the prime number 13463. Two further clusters augment those
same fve clusters when n � 201; the prime numbers 27947 and
34337 reside at the heart of these new, additional clusters.
Figure 3 displays the location of all of these clusters on a grid by
overlaying a snapshot of the simulation when g � 3 on
a snapshot of the simulation when g � 1 (in a run where n �

201 and b � 1.33).
When cooperators grow from these clusters (i.e. when

n≥ 23 and b≤ 8/6), the population often exhibits poly-
morphism with cooperators constituting the vast majority of
the population; model parameters determine whether the
polymorphic population enters a static confguration or
a repeating pattern. Te panels of Figure 4 give general
insight into the population’s fnal states by displaying
snapshots of the fnal generation of the simulation for
n � 101, n � 151, and n � 201 (columns of the fgure), and
the values of b (rows of the fgure) that past research has

shown to be infuential in the spatial prisoner’s dilemma’s
dynamics [94]. Animations of the complete runs from which
these snapshots were derived are contained in the supple-
mentary material fles (Supplementary Material Files, Ani-
mations (a)–(o)). As evident in the panels of Figure 4, broad
visual similarities in the fnal population state appear for
each value of b across population sizes (i.e. similarities
appear within rows of the fgure).

When b � 8/7 ≈ 1.14 (Figure 4, Panels Figures 4(a)–4(c)),
the population exhibits asymmetric, thin veins of defectors. For
b � 1.16 � ⌊7/6⌋ (Figure 4, Panels Figures 4(d)–4(f)), the di-
agonals of defectors that appear prominently in panels
Figures 4(a)–4(c) of Figure 4 no longer emerge.Te population
reaches a stable limit cycle in which defectors persist on slender
vertical and horizontal lines; these lines are capped with
rectangles that appear then disappear in a two-period oscil-
lation (Supplementary Material Files, Animations (d)–(f)). For
the parameter settings b � 1.17 � ⌈7/6⌉ (Figures 4(g)–4(i)), b �

1.20 � 6/5 (Figures 4(j)–4(l)), and b � 1.25 � 5/4
(Figures 4(m)–4(o)), the population exhibits peculiar repeating
patterns in which cooperators perpetually stife defectors’
attempted advances, except for the sole case of n � 101 and
b � 1.25, which ends in a static population state (Figure 4(m);
Supplementary Material Files, Animations (m)). Te states of
the population displayed in panels (m)–(o) also appear when
b � 1.33 ≈ 8/6 (Supplementary Material Files, Animations
(p)–(r)). Tese intricate patterns of the polymorphic pop-
ulation disappear with b> 1.33, which results in a uniformly
tinted grid indicative of a population consisting entirely of
defectors. Tus, cooperation grows from Ulam’s spiral only in
a portion of the parameter space; but, when it does grow, it
often yields asymmetric, intriguing visuals.

Defector Cooperator Cluster location

Figure 3: Highlighting the location of clusters indicates the confgurations in Ulam’s spiral from which cooperator growth occur. Cells in
transparent cyan overlay the original confguration of cooperators (dark teal cells) that result in growing clusters of cooperators when n≥ 23
and b≤ 8/6. Figure 3, in sum, spotlights unique locations in Ulam’s spiral. Cooperators’ survival at the locations displayed in Figure 3
following initial collapse of cooperation (see Figure 2) implies that the spatial orientations of cooperators at the surviving locations are
unique (vis-à-vis all other locations on the grid), thus hinting at the existence of rare features of Ulam’s spiral at these locations.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 4: Snapshots at the end of the simulation indicate intricate distributions of defectors. Te leftmost column presents snapshots of the
fnal generation from runs in which n � 101, while the middle column and rightmost column present snapshots from runs in which n � 151
and n � 201, respectively. Panels (a)–(c) present runs in which b � 1.14 ≈ 8/7. Panels (d)–(f) present runs in which b � 1.16 � ⌊7/6⌋ and
panels (g)–(i) present runs in which b � 1.17 � ⌈7/6⌉. Panels (j)–(l) display the fnal snapshot of a run when b � 1.20 � 6/5, whereas panels
(j)–(l) present the fnal snapshot for runs in which b � 1.25 � 5/4. Te supplementary materials provide complete animations of these and
other simulation runs. Te panels of Figure 4 show that when cooperators’ expand from their initial allocation at the prime-number
locations of Ulam’s spiral, simulations terminate in intricate persistent or oscillating states.
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4. Discussion and Conclusion

Tis paper has reported a simulation of the spatial prisoner’s
dilemma model that initially distributes cooperators at the
prime-valued locations of Ulam’s spiral. Its results provide
a frst glimpse of how future researchersmight use themodel to
understand further features of the primes and the evolution of
cooperation.Te results show that, despite constituting a small
portion of the population, cooperators distributed at the primes
in Ulam’s spiral grow to dominance when n≥ 23 and b≤ 8/6.
At a fundamental level, this growth occurs due to confgura-
tions of cooperators on the grid that impede exploitation and
allow cooperators to thrive [25, 94]; accordingly, this paper
simply shows that such confgurations exist within Ulam’s
spiral, thus making it one of many starting points for the
evolution of cooperation, albeit a salient starting point due to its
connection to the primes. Furthermore, in runs where co-
operators take over, cooperators’ rise to dominance follows
a preliminary collapse that is overcome by a small number of
cooperative clusters; the location of these cooperative clusters
imply unique confgurations in Ulam’s spiral and, to my
knowledge, these particular regions of Ulam’s spiral have not
received previous attention. Te present research thus follows
in the path of previous work that seeks to use life-science
models to gain insight into mathematical problems (e.g., [31]).

Te present research also provides a basis for future work
to consider whether nondeliberate processes can produce
Ulam’s spiral, thus providing an assessment of whether an
allocation of cooperators in the fashion depicted in this
paper is empirically plausible. Past research has shown how
physical [97, 98], biological [1, 99–107], and social phe-
nomena [2, 3] can draw attention to the prime numbers and
foundational studies in this avenue of research have con-
sidered how prime-generating patterns might infuence the
spatial organization of entities [1]. Te present paper un-
derscores the importance of such work and it calls for further
investigation into how or whether Ulam’s spiral can emerge
in reality—not just on the theoretician’s page—as a spatial
distribution of organisms capable of stimulating co-
operation. Furthermore, future research on this subject
should study the model under a version of the PD that
exhibits a stronger dilemma than that of the boundary game,
which the PD in this study resembles [30, 86–88]. Te
current results, although easy to compare with early studies
of the spatial PD, lack general applicability due to the version
of the PD used in this study and future work should address
this limitation. Finally, a legitimate criticism of the current
work is that it is mere theoretical musing: a curiosity without
a strong scientifc rationale. Whether future research can
build on the present work ultimately will determine the
severity of the critique. By showing what happens when
seeding the spatial prisoner’s dilemma with Ulam’s spiral,
this paper hopefully has prepared ground for such work.

Data Availability

All computer code and data used in the research reported
here are publicly available via hyperlinks in the supple-
mentary materials. Te same computer code and data also

can be accessed via the following permanent archive: https://
osf.io/gkqja/?view_only=18fe1fcdde7c4730b43e96caf3acd0
72.
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