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Tis paper explores the power of news sentiment to predict fnancial returns, particularly the returns of a set of European stocks.
Building on past decision support work going back to the Delphi method, this paper describes a text analysis expert weighting
algorithm that aggregates the responses of both humans and algorithms by dynamically selecting the best answer according to
previous performance.Te proposed system is tested through an experiment in which ensembles of experts, crowds, andmachines
analyzedTomson Reuters news stories and predicted the returns of the relevant stocks mentioned right after the stories appeared.
In most cases, the expert weighting algorithm was better than or as good as the best algorithm or human.Te algorithm’s capacity
to dynamically select the best answers from humans andmachines results in an evolving collective intelligence: the fnal decision is
an aggregation of the best automated individual answers, some of which come from machines and some from humans. Ad-
ditionally, this paper shows that the groups of humans, algorithms, and expert weighting algorithms have associated with them,
particularly, news topics that these groups are good at making predictions from.

1. Introduction

Decision support has at times relied on people’s opinions
and at other times on computers. As online crowds and
communities have shown potential in various tasks, interest
has increased in studying the reasons and applications of
ensembles of humans, some experts, some not, in per-
forming tasks and making forecasts. A related stream of
research has looked at how crowd input can be used to
improve machine learning. In the past, machine algorithms
were under the control of humans. In some recent work,
humans are under the control of machines. Machines re-
quest humans to perform tasks; the output of those tasks is
used as input to machine algorithms.

Te new phenomena present challenges to current theories
of information systems. For example, much of information
systems have focused on the willingness of users to adopt new
technology. In some of the present work on crowds, the focus is
on the extent to which computers should adopt the cognitive
output of humans, whose performance is variable.

Current research trends can lead to diferent concep-
tualizations of decision support, in which humans and
computers are both viewed as participants in a complex
decision process. Given that humans and computers have
diferent cognitive skills and performances according to the
Turing test [1], how should tasks be allocated?

Tis general question can be addressed through a series
of studies. We report the results of one such study here. We
chose a cognitively complex task where ground truth exists.
Specifcally, we picked the domain of market forecasting,
and within that, we asked humans and computers to predict
future stock prices based on past prices and news stories.
Neither humans nor computers can perform this task with a
high degree of accuracy [2]: indeed, some argue that such
markets are random walks [3]. Many other empirical studies
[4–6] have already demonstrated that qualitative variables
afect stock prices as there is a psychological element at play:
prices are not based solely on the expected present value of
their future cash fows. For instance, there is an association
between trading volume and message activity in an Internet
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chat room [7]. Also, trading volume is associated with the
sound levels in the Chicago Board of Trade proprietary
traders pit [8].

Additionally, many recent studies [9, 10] have shown
that investors react at diferent speeds to the release of news
information, so it is at least, in theory, possible to make
predictions about how investors will respond to news
shortly. Tis task is complex because it requires under-
standing news stories and how they may violate investors’
expectations, leading to changes in investment strategies.
Investing experience and domain knowledge of markets,
companies, behavioral economics, and psychology may be
helpful.

In sum, the task is one of anticipation that depends on
various skills. Success on the job can be readily measured.
Tus, it provides a way of understanding the relative
strengths of people and machines in a data-rich domain.
Tis understanding may, in turn, lead to new and diferent
architectures for decision support systems related to fore-
casting markets. Te fndings may also provide a basis for
further studies to determine how such architectures might
work on diferent kinds of problems.

Te complementarity between humans and machines is
that humans contribute with unique data given by their
expertise, knowledge, memories, intuition, association,
analysis, and the capacity to learn from unrelated tasks. In
contrast, the machines can optimize a function using the
available data. Hence, it is also possible to design a two-stage
algorithm: in the frst stage, the input of humans and dif-
ferent machine learning algorithms are calculated, and in the
second stage, an algorithm optimizes the proper combina-
tion of humans and machines based on specifc performance
criteria. As a result, the combination of humans and ma-
chines should enrich the decision process. Te results might
be at least about the same as the best individual forecast, even
though no theoretical support leads to this outcome. In
principle, humans may excel in tasks with limited machine-
readable data, while machines may perform very well in jobs
that require a large amount of data where the predictive
function should be calibrated to particular dimensions such
as diferent time horizons.

Te other relevant aspect that motivates our human-
machine ensemble algorithm is that any ensemble algorithm
benefts from the diversity of its experts, either humans or
machines. Te aggregation of very diferent experts helps to
manage the tradeof bias-diversity avoiding a bias in a
certain direction when all the experts are very similar
[11–13].

As several studies [14] have shown that machine algo-
rithms can perform at least as weak learners, their predic-
tions are slightly better than chance; then, it is possible to
minimize the prediction error when the diversity of an
ensemble of weak learners is maximized as their errors
mutually cancel out.

In summary, the strength of ensemble algorithms is in
the diversity of prediction models and the data used. As
humans build their mental models, the models of crowd
members might difer according to their demographic
origin.

Te hypothesis that computers can classify fnancial
news has received strong support in academic literature
[15–17]. However, these studies have only used natural
language processing (NLP) methods to classify news without
incorporating the input of humans. To the best of our
knowledge, only a few papers mix computational linguistic
methods with the inputs of humans. Archak et al. [18]
combines NLP techniques with the crowd inputs to develop
an econometric model that evaluates the infuence of textual
product reviews on decisions to buy a particular type of
product. Also, Ipeirotis and Gabrilovich [19] proposed a
system that assesses users and acquires knowledge from
them and selects the best for specifc tasks. From our per-
spective, this is equivalent to choosing the best workers in a
crowd [20, 21]. But none of these studies considers the
possibility of incorporating crowdsourced sentiment clas-
sifcation into an intelligent system integrating human in-
terpretative capabilities with computer processing [22] to
predict fnancial returns. Hence, this paper’s critical chal-
lenge is bridging the gap in our understanding of machine-
generated and human classifcation, considering their di-
verse origins. In particular, we ask the following:

(1) Can a learning algorithm that combines the output of
machines and humans improve a prediction?

(2) Considering that humans (individuals and crowds)
and machines have diferent cognitive skills, do they
focus on other characteristics when analyzing and
classifying news stories?

Tis paper addresses these questions with the develop-
ment of a new text analysis expert weighting algorithm that
aggregates, according to previous performance, the forecasts
of both humans and algorithms based on several automated
text analysis methods that we describe in the appendix:

(1) About our frst question, we compare the perfor-
mance of diferent human groups and several ma-
chine learning methods using diferent text analysis
methods to classify the news sentiment. NLP studies
typically use labeled datasets by humans or other
mechanisms as the gold standard to develop and test
new algorithms. Our study uses several human
groups and machine learning algorithms to classify
news, back tests these classifcations with historical
asset returns and evaluates their performance with
several performance measures.

(2) About our second question, we build a network of
humans and machine learning algorithms based on
the number of the most relevant and common topics
among the diferent groups. We cluster the groups in
communities and compare them according to the
topics they predict best. Our experiments show that
humans and machine learning algorithms naturally
separate into communities that predict better when
presented with topics associated with each
community.

Tese are the additional contributions to the literature of
this paper:
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(1) We propose a novel method that automates several
dimensions of text analysis to forecast assets returns:
multiple features that include frequency of n-grams
(bag-of-words), parts of speech, keywords pre-
selected by a dictionary associated with emotions,
semantic frames that interpret the meaning of short
phrases, and common topics among the news. Most
of the previous studies in fnance or accounting
follow either a bag-of-words or a dictionary ap-
proach. However, our method captures several as-
pects of the news using a combination of several text
analysis methods.

(2) We rank the diferent text analysis methods and
demonstrate that the combination of bag-of-words,
keywords of a dictionary, and semantic frames show
important improvements compared to the use of
singular methods to predict asset returns.

(3) We also propose the aggregation of many features,
machine learning algorithms, and human groups
with a hybrid expert weighting algorithm capable of
combining diferent forecasts according to their
performance. Tis approach is also related to the
recent work of Archak et al. [18] and Bajari et al. [23]
and to extensive econometric literature that com-
bines independent predictions into a single fore-
casting model [24–26]. However, our approach uses
a dynamic model capable of making online decisions
as required by large and heterogeneous datasets
generated by the news and social media. As far as we
know, previous fnance studies have not simulta-
neously explored a variety of text analysis methods
and algorithms and optimized them dynamically.

(4) Our fnal results show that selecting features gen-
erated by the bag-of-words, dictionary, and semantic
frames, processed by many algorithms and inte-
grated with the human classifcation using the expert
weighting algorithm can obtain signifcant correla-
tions with assets returns in most cases. Even though
the machine learning algorithms can process large
amounts of information adjusted to several time
horizons, the combination of their outputs with the
human classifcation simulates an artifcial collective
intelligence capable of producing at least similar or
better results than any individual methods explored.

2. Background

2.1. Machine Readable News and Sentiment Analysis.
Tere are many reasons why decision-makers may want to
classify news automatically. Tis has created a market for
machine-readable news; for example, Tomson Reuters
provides a news feed specifcally intended to be read from
computers and its interpretation of the sentiment of this
news. Many have attempted to parse these and other elec-
tronic news sources in academia. For example, one study
showed that a proportion of negative words (media pessi-
mism) in sections of the Wall Street Journal (WSJ) and the
complete WSJ and Dow Jones News Service [9] are

associated with a tendency for prices to fall. Along these
lines, certain words of corporate annual reports such as
“risk” are associated with low returns [27] and also fnds that
positive or negative words of earnings press releases are
related to return on assets [28]. Positive and negative sen-
timents have a corresponding infuence on stock price [29].
Tese studies are a few examples of a growing literature that
evaluates the economic or fnancial efects of media [30–36]
and social media [37–41].

Other attributes of news stories also impact the price of
securities. News about monetary issues signifcantly afects
daily stock prices while unemployment, infation rate, and
real activity news have no signifcant infuence on prices
[42]. Only the frst four most recent news of each news
category have a high impact on 5-year T-note prices [43].
Te duration of the price impact of positive news is shorter
than the impact of negative news [44]. Traders underreact to
released news [45], and investors overreact to old infor-
mation [10].

2.2.Crowdsourcing. Since sentiment analysis aims to predict
how people will react to news stories, it is sensible to involve
people in the process. Human classifcation processes
[46–48] and NLP methods [49–51] are also central in the
feld of cognitive science. However, such studies aim at
understanding how humans think and are less interested in
replicating human behavior on complex social problems.
Consequently, cognitive psychologists usually study indi-
viduals’ cognitive processes while performing simplifed
tasks. Doing so can reduce the efect of prior knowledge on
an individual’s task performance. But such research is dif-
fcult to generalize to real-world tasks such as classifying
news sentiment and predicting market trends.

Despite this disconnect, several studies in cognitive
science relate to the work reported here. For example,
Grifths and Tenenbaum [50] found that human predictions
about the duration of everyday events followed a pattern
predicted by Bayesian models and concluded that humans
made complex inferences using prior distributions. Tis
conclusion was challenged by Mozer et al. [52] who dem-
onstrated that heuristic-based reasoning depending only on
a few instances (1–3) could also explain Grifths and Ten-
enbaum’s [50] results. Mozer et al. [52] proposed that the
“wisdom of the crowd” could reconcile this seeming con-
tradiction: the combination of many decisions of individuals
with limited knowledge (as opposed to prior distributions) is
consistent with a Bayesian perspective.

Taken together, the fndings of Grifths and Tenenbaum
[50] andMozer et al. [52] suggested that crowds with limited
knowledge can collectively predict like an expert with greater
knowledge [53, 54].Te efectiveness of crowds has also been
demonstrated in more open-ended tasks of generating text
ideas [55] and design sketches [56]. Ten crowdsourcing
may be a viable approach to classifying news sentiment.
Exploring the ability of crowds to classify news sentiment,
which is less open-ended than idea generation but more
open-ended than predicting a correct value of a thing, will
contribute to research into the usefulness and organization
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of crowd work [22, 57, 58]. Moreover, the resulting data, the
classifcation performed by crowds, may provide insights
into sentiment analysis’ cognitive processes.

2.3. Sentiment Analysis by Humans and Algorithms. Tese
diferent studies use either human-labeled datasets or NLP
methods for sentiment classifcation. Although a combined
human-machine approach has been used to improve busi-
ness decisions in prediction markets [59], this literature has
not explored a hybrid human-machine approach to classify
news sentiment and its predictive power on asset return as
we proposed in this paper. Our method, an expert weighting
algorithm, aggregates the prediction of humans with the
prediction of several automated text analysis methods de-
scribed in the appendix.

Our paper explores the power of news sentiment to
predict fnancial returns, particularly the returns of a set of
European stocks. We fnd sentiment in several diferent
ways: frst, as defned by the best performers of the crowd;
second, by a group of trained evaluators; third, by a fnance
expert; and fourth, by several learning algorithms. We build
a hybrid expert weighting algorithm that aggregates the
automated responses of both human groups and/or machine
learning algorithms according to their past performance.
Tat is, we create an ensemble learning algorithm [60, 61]
that uses both human and computer classifcation histories.
We compare the efectiveness of these diferent groups. We
then seek to understand how humans andmachines difer by
examining their relative success in various news stories.

3. Decision Support for Forecasting

Tis section introduces the main analytical methods used in
this research; the appendix includes a formal description of
the algorithms used.

3.1. Automated Text Analysis. Te prevailing method of
analyzing text is bag-of-words (BoW) due to its robustness
and simplicity [62]. Te implementation of BoW requires
the construction of dictionaries for the particular documents
explored. A diferent approach consists of classifying every
word as positive or negative according to a given lexicon or
dictionary [63].Te percentage of positive words determines
the overall sentiment of a news or a document among all
sentiment words. When Zhang and Skiena [64] apply this
approach to forecasting stock price movements, they fnd a
proftable trading strategy as the news sentiment scores are
highly correlated with stock returns. Bollegala et al. [65] and
Godbole et al. [63] showed that the selection of appropriate
lexicons for diferent tasks may improve the performance of
this method. For instance, the application of dictionaries to
evaluate the positive or negative sentiment of risk disclosure
forms [66–68], of the MD&A section prior SEC flings [69],
and of earnings announcements [70] required the devel-
opment or use of specialized dictionaries. In this regard,
Wuthrich et al. [71] developed a keyword-based system to
forecast major market indexes. A diferent application of
dictionaries is to generate new features by the emotional

meaning of every word and use them as inputs of a su-
pervised learning system as we use it in this research. Te
dictionary of afect in the language (DAL) [72] evaluates the
emotional meaning of words or text using 8,742 words that
are evaluated on a scale of 1 to 3 along the dimensions of
pleasantness (P.I.s), activation (Act), and imagery (Img).
Agarwal et al. [73] applied the normalized average of the
DAL scores of diferent parts of speech (POS) for sentiment
analysis, and Xie et al. [17] used this sentiment for stock
price prediction.

Te main problem with BoW and any dictionary is that
they do not identify the sentiment’s target. For example, “X
beats Y” is positive for X but is negative for Y. BoW cannot
provide such information. Since diferent words in diferent
domains may present diferent sentiments, it is also impos-
sible for BoW to identify the causality among the variables
studied without semantic information. Since BoW uses every
word as a feature, a large dataset generates an extensive
feature set and much irrelevant information. Terefore, an
appropriate method to extract useful information, such as the
frame semantic approach, is still critical to calculate the
sentiment [62, 74, 75]. Frame semantic parsing of a document
refers to the automated task of fnding semantic targets,
disambiguating their semantic frames that refer to particular
events and identifying their frame elements. For instance, we
include these two examples about France Telecom:

(1) France Telecom will charge 10 cents more for its
service.

(2) Te government charged France Telecom with fraud.

Te core word in these examples is “charge.” Te main
problem for a computer is discriminating the diferent
meanings of “charge” in these two sentences. In this respect,
semantic analysis can provide further information to un-
derstand the diferences between these two sentences. Below
are the parsed results based on frame semantics [76] where
the frame elements are in parentheses:

(1) France Telecom (Seller) will charge (Commerce_-
collect) 10 cents more (Money) for its service
(Reason).

(2) Te government (Arraign_authority) charged
(Notifcation_of_charges) France Telecom (Ac-
cused) with fraud (Charges).

Te frst sentence is about fee collection, while the
second is about a lawsuit. Beyond the diferent meanings
obtained from the semantic analysis, we can also identify the
action initiator and action target. France Telecom is the
action initiator in the frst sentence and may have more
income. In the second sentence, France Telecom is the target
of a lawsuit, and its operations can be negatively impacted.

Frame semantics, as illustrated above, presents a sen-
tence with a “frame” structure. Te frame describes the type
of sentence, entities in the sentence, and roles and inter-
actions of the entities. Te keywords in a sentence evoke a
particular frame, and the roles of other words are identifed.
In general, the knowledge provided by frame semantics
facilitates understanding one sentence.
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Te theory of frame semantics has motivated the de-
velopment of ontologies such as the FrameNet lexicon [77]
that acts as a repository of semantic frames (S.F.) and their
frame elements. In January 2015, FrameNet had more than
10,000 word senses, 170,000 manually annotated sentences,
and 1,200 frames. Each frame contains a list of words that
evoke the frame. Te words are defned as lexical units. For
example, in the Commerce_buy frame, “Buy,” “Purchase,”
and other similar words are considered lexical units. Frame
elements describing the roles of words in a sentence are also
included in each frame. Following the same example of the
Commerce_buy frame, “Seller,” “Buyer,” and “Goods” are
the core frame elements, while “Place” and “Purpose” are
noncore frame elements. Te FrameNet also describes the
relationships between frames and the relationships between
roles. For instance, the inheritance relation indicates which
frame is the most general.

FrameNet provides the annotated information for fur-
ther processing. An automatic semantic parser is required to
analyze, identify targets, and label a new sentence, such as
the rule-based system SEMAFOR proposed by Das et al.
[78]. SEMAFOR uses a latent-variable log-linear model to
identify semantic frames and a probabilistic model to de-
termine their frame elements. In this research, we used
SEMAFOR to identify semantic frames (F) with their targets
(T) and frame elements (E) of every news item, considering
that this system achieves a very high public performance
with 0.9 precision.

After eliminating stop words, this research extracts
features from news using mostly bag-of-words, the dictio-
nary of afect in language by part of speech, and elements of
semantic frames. We combine these features in large sparse
matrices to predict asset return direction using the unsu-
pervised and supervised methods described in the appendix.
We introduce a text analysis expert weighting algorithm in
the next section.

3.2.PredictionMarketsand theDelphiMethod. We propose a
hybrid human-machine system based on the Delphi method
and prediction markets, in which crowds, experts, and
machine learning algorithms contribute their responses to
forecasting. Prediction markets are based on aggregating
orders to buy and sell on future events. Tere is an extensive
list of successful examples of prediction markets, such as the
Hollywood Stock Exchange to predict returns of movie box
ofces, the Iowa Electronic Market to forecast political
events, and NewsFutures’ World News Exchange to antic-
ipate future events. Tese prediction markets assume that
the aggregation of the information of a group or the wisdom
of crowds can help predict the probability of an event
successfully.Te Delphi method is much more directed than
prediction markets. It relies on a panel of experts who
predict an event and has access to the predictions of each
other and then predict again. Tis process can be repeated
several times, and as a result, the forecasts tend to converge
(Figure 1(a)). Dalkey and Helmer [79] describe its use to
estimate the number of A-bombs that would target par-
ticular U.S. industrial sectors.

3.3. Text Analysis ExpertWeighting Algorithm: Aggregation of
Individual Forecasts. Our algorithm, presented in Figure 2,
is a text analysis expert weighting algorithm that aggregates
several experts’ forecasts to predict asset returns. Its output
should be similar to or better than the best individual
predictions. As with the Delphi method, it collects the inputs
of several experts; however, instead of returning the indi-
vidual forecasts to all the experts, it combines all the pre-
dictions into a single prediction based on the past
performance of every expert, as described in Figure 1(b).

To simplify the presentation of our online learning al-
gorithm, we introduce the case of one asset, which can easily
be extended to N assets. In this research, every expert is a
human or a machine learning method calculated with the
training set. We refer to the sequence of experts by ψ �

ψ1,ψ2, . . . ,ψE where E is the number of experts.
yt ∈ 0, 1{ } is the binary label to be predicted where 1

represents the expectation of a positive sentiment, return or
output, and 0 otherwise.

Te outcome of expert ψi at time t is the prediction hi
t.

Te fnal score St at time t is obtained by summing up the
experts’ predictions weighted by their past performance
using an exponential weights function as introduced by
Littlestone and Warmuth [80] and Cesa–Bianchi et al. [81].
If this score is greater or equal to 0.5, we consider this a
positive sentiment; otherwise, it is non-positive.

Te exponential weights formula provides a diferent
way to compute the posterior distribution from Bayesian
techniques. An interesting feature of this algorithm is that it
abstains from predicting certain instances; as a result, the
predictions that it makes are very reliable.

Creamer and Freund [82] and Creamer [83] proposed
the application of learning algorithms and especially the
expert weighting algorithm to forecast price trends and
discover new trading strategies. Tis approach is also related
to the pioneering work of Bates and Granger [24] that
combines independent predictions into a single forecasting
model. We want to know if a learning algorithm that
combines the output of machines and humans improves a
prediction. To evaluate this question, we use news sentiment
of crowds, experts, and machine learning algorithms to
predict the direction of assets return. We expect that our
expert weighting algorithm will outperform the individual
experts. Still, it is always possible that a weighting algorithm
may overft past performance and thus do more poorly than
the individuals.

4. Experiment in Forecasting

4.1. Data Collection. Using the following T.R. topic cate-
gories, we select a stratifed sample of 1,000 news stories
associated with STOXX50 companies from the T.R. News
Archive for 2005: (1) Cross-Market, (2) Fixed income, F. X.
and Money Market, and (3) Central Bank, Economy, and
Institutions. Tese topics were the most relevant categories
to generate a stratifed sample of news. Te single “Cross-
Market” category, which includes a large variety of corporate
news, represents 69% of the news, while the categories
“Fixed income, F. X. andMoneyMarket” and “Central Bank,
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Economy, and Institutions” are associated with 5% and 4%
of the news, respectively. Te rest of the news stories are
associated with more than one category; however, the
“Cross-Market” category is included in most cases. Te fnal
number of news stories that we use was 743 after we
eliminate news that did not have proper prices, incomplete
news, news containing market reports, and news summaries
that simultaneously included information from many
companies. We match the timestamp of the news with the
timestamp of the most relevant associated assets’ prices. Te
news stories are labeled as positive when the asset return is
positive and 0 otherwise, after 1, 5, and 15 minutes, and 1, 2,
and 3 hours. We associate every news item to a particular
company using the Reuters Instrument Codes (RIC) based
on the frst main sentence of the news, which in most cases
was the frst RIC in the feld Related_RICS of T.R. news
archive; however, we verifed that the news was about the
selected RIC. Whenever a news is mentioned, frst the
company of an external analyst or a manager that issued an
opinion or shared news about a particular company, we

select the target company instead of the analyst’s company.
We extract the text of every news item from the T.R. news
archive feld Take_Text, and we substitute any missing data
of this feld with the corresponding header
(HEADLINE_ALERT_TEXT).

STOXX50 represents the 50 most infuential companies
by the level of capitalization. We select the year 2005 as we
want to avoid the market overreaction to any news related to
the fnancial crisis of 2007.

We also explored the T.R. news analytics that provides
news sentiment scores (T.R. sentiment) with positive,
neutral, and negative values.Te T.R. sentiment is associated
with specifc assets, based on NLP algorithms, and validated
by human experts. Its timestamps align with the assets’ price
time series of T.R. tick history. For this review, we select the
period 2003 to 2012 to introduce the overall relationship
between T.R. news sentiment and fnancial or economic
events, as demonstrated in the following section. However,
we do not compare the T.R. sentiment with our learning
algorithms due to T.R. sentiment’s proprietary nature.

Query

Analysis, consolidation of answers

Send questions with feedback

Expert 1 Expert 2 Expert 3 ...Expert n

(a)

News

Expert 1 …Expert nExpert 3Expert 2

Evaluate performance of individual experts

Historical prices

Preprocess data

Machine learning algorithms

Analysis, consolidation of answers by expert weighting algorithm

(b)

Figure 1: Delphi method (a) and expert weighting as an extension of the Delphi method (b).
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4.2. Characteristics of Data. Since June of 2006, the pro-
portion of T.R.’s positive news stories about STOXX50
companies has decreased while the STOXX50 index con-
tinued to increase (see Figure 3). Its peak was in June 2007,
when the fnancial crisis started in the U.S. After this month,
the STOXX50 only lost value until March 2009, when the
U.S. economy began its recovery period. In August 2008, just
before Lehman Brothers’ bankruptcy, the proportion of
positive news reached its minimum point. During the fol-
lowing period, the proportion of positive news increased,
although with a high level of volatility consistent with the
dynamic of the fnancial crisis. Te correlation between one-
day lagged positive news and the STOXX50 index from
January 2005 until June 2006 is −0.33. During the most
challenging period of the crisis (June 2007 until March
2009), this correlation is 0.49, and during the recovery
period (after March 2009), the correlation is 0.43.

Figure 2: Text analysis expert weighting algorithm.
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Figure 3: Proportion of T.R. news sentiment (positive, neutral, or
negative) and STOXX50 index: 2003-12. Te STOXX50 index is
scaled to be comparable with the sentiment’s distribution.
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Figure 3 indicates that negative and positive sentiment
distribution is almost symmetric. Te correlations between
the number of daily positive and negative news stories before,
during, and after the fnancial crisis of 2008 are −0.44, −0.21,
and −0.65, respectively. Te correlations between the
STOXX50 index and the lagged non-positive (neutral and
negative) news stories during the above periods are 0.33,
−0.49, and −0.43, respectively. Te correlations for the one-
day lagged negative news stories during the same periods are
−0.18, −0.41, and −0.22, respectively. Te non-negative values
are larger than those of the negative news. Considering this
symmetric behavior of the news sentiment and the additional
information captured by the non-positive news, we evaluate
only the binary classifcation between positive and non-
positive news sentiment as a market sentiment indicator
instead of assessing the three sentiment categories: positive,
negative, and neutral. Additionally, the reverse of the sign of
the correlation observed by the number of positive news
stories and non-positive news stories before and during the
fnancial crisis of 2008 indicates that news sentiment can also
be used to anticipate major market movements.

4.3. Procedure. Our framework to forecast fnancial markets
trends using text analysis automates and aggregates the
answers of several machine learning algorithms and humans
are presented in Figure 4 and the following sections.

4.3.1. Automation. In this paper, automation of fnancial
news classifcation includes preprocessing and classifying
news according to humans and learning algorithms. In a
fully automated system with a large fow of news, the human
component may either disappear or become very small as it
may have been converted into rules of the fnal computa-
tional model.

Te human participants evaluated 743 news stories in
batches of 50 news stories each. To reduce fatigue, the
participants were obligated to wait at least one hour to
examine a new batch if they read more than one batch. News
stories were classifed as positive and non-positive based on
overall sentiment. Te following groups performed the
classifcation:

(1) Best crowd: Tis is a selected group of workers
from the crowd that in the frst 70% of the news
(training data set) have an error rate below the
median of all the workers when their sentiment
scores were used to forecast the asset return trends.
Tis group is recalculated for every time horizon (1,
5, and 15 minutes and 1, 2, and 3 hours) used to
predict asset return. Te crowd is based on the
majority vote of 9 Amazon Mechanical Turk
workers (workers) per news story. Tis informa-
tion was collected in July 2012. We also requested
basic information about each worker: age, gender,
city, state, zip code, and if the worker considered
themselves a fnance expert. Te workers had a
minimum HITapproval rate of 95%, they were U.S.
residents as all the news were in English, and they

were compensated with Dollar 0.01 for the clas-
sifcation of every news story.

(2) Trained evaluators: classifcation based on the sen-
timent of 3 evaluators with training in fnance.

(3) Expert: an evaluator with advanced training and
professional experience in fnance.

Te fnal classifcation of each news story is based on the
majority vote of each group.

As a basic sanity check, we observed that about two-
thirds of the T.R. sentiment, an industry standard, is the
same as the sentiments of the crowd (67%), trained evalu-
ators (65%), and the expert (62%).

After eliminating stop words, we use the following
methods introduced in Section 3.1 and a combination of
them to extract quantitative features from the news:

(1) Bag-of-words (BoW): tf and tf—i df of 1-, 2-, and
3-grams for all words.

(2) Dictionary of afect language by part of speech
(PDAL): P.I.s, Act, and Img scores for all words (All),
verbs only (V.B.), adverbs only (R.B.), adjectives only
(J.J.), and nouns only (N.N.).

(3) Latent Semantic Analysis (LSA): k dimensions se-
lected (see Section A.1).

(4) Latent Dirichlet Analysis (LDA): topics generated
(see Section A.2).

(5) Part of speech (POS): tf and tf—i df of 1-, 2-, and
3-grams of the parts of speech tags as described in
PDAL.

Machine learning algorithms: Humans:

SVM

Automation:

AdaBoost

Random forest

CART

Naïve Bayes

Logistic regression

Aggregation:

Community detection and topics

News on
market

behavior

Historical stock pricesInputs:

Best Crowd

Trained

Experts

Expert weighting
algorithms 

Expert weighting
humans 

Pre-process data: Text
analysis: Bag of words,
dictionary, LDA, LSA, POS,

Expert weighting algorithm: combine individual
models to optimize prediction

Figure 4: Expert weighting combining humans and machine
learning algorithms to preprocess and classify news.
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(6) Semantic frames (SF): tf and tf—i df of 1-, 2-, and
3-grams of semantic frames (F), targets (T), and
frame elements (E).

We also combined these methods with and without BoW
due to its simplicity and predictive capacity in text analysis
studies. Te default number of topics used for LSA and LDA
is 100.

We forecast the asset return trend using the above
features and the following learning algorithms explained in
the appendix because of their diferent methodological
approaches to classifcation:

(1) Logistic regression (LR): a well-known linear re-
gression algorithm used as the baseline algorithm.

(2) Na€ive Bayes (NB): a Bayesian parameter estimation
problem based on some known prior distribution.

(3) Support vector machine (SVM): classifer based on a
linear discriminant function.

(4) CART: decision tree or nonparametric method that
uses nominal or continuous data for classifcation.

(5) Ensemble methods are as follows:

(a) AdaBoost: an ensemble method that minimizes
bias.

(b) Random forests (RF): an ensemble method that
minimizes variance without increasing bias.

(6) Expert weighting algorithms are as follows:

(a) Expert weighting (EW): it combines the output
of the machine learning algorithms and the
relevant human groups under study. Te weights
of the learning algorithms and human groups
depend on their past cumulative return. Tis
algorithm follows the research proposed by
Archak et al. [18] that combines features gen-
erated by text mining techniques and the crowd
in an econometric model, and the perspective of
Bates and Clive [24] that combines independent
predictions into a major econometric model.

(b) Expert (algorithms) weighting (EWa): EW is
only based on the combination of the learning
algorithms.

(c) Expert (humans) weighting (EWh): EW is only
based on the combination of the human groups.

4.3.2. Implementation. We used the frst 70% of the ob-
servations (520) as the training data set and the remaining
30% (223) as the test data set to predict the asset return
trend after 1, 5, and 15 minutes and 1, 2, and 3 hours. We
split our test data set into ten subsets sorted by date, which
were used to calculate the average of the performance
indicators. Every subgroup has about 21 observations (like
a month based only on trading days), as few observations
were lost due to initialization issues. We used the Stanford
POS tagger to tag the POS of the news, the NLTK Python
package to preprocess the data, the gensim package to run
the LDA and LSA models, and the Scikit-learn package to
train the classifcation algorithms with the default values.

After several tests to avoid overftting and fnd the best
performers, we run a linear SVM, AdaBoost with 50 it-
erations, CARTwith 200 minimum samples required to be
at a leaf node and a maximum depth of 3, and NB for
multivariate Bernoulli distributions with an alpha
smoothing parameter of 0.01 (minimal smoothing). We
applied the expert weighting algorithm (Figure 2) to
combine our forecasting methods according to their
performance to generate one weighted sentiment
prediction.

Unlike other papers such as Gao et al. [84] that use
accuracy to evaluate the forecast of stock market direction,
we select the Matthews correlation coefcient (MCC) [85] as
our performance measure for binary classifcation. MCC can
manage unbalanced datasets characterized by a signifcant
diference in the number of observations assigned to each
label. In our case, the positive labels represent from 39% to
54% of the complete test sample depending on the time
horizon, so using MCC seems appropriate.

We compared the diference between the MCC of each
group and algorithm against logistic regression, the baseline
algorithm, using the t-test of the mean diference. We also
run the ANOVA procedure to compare performance dif-
ferences among humans, individual learning algorithms,
and EW algorithms. Tis comparison helped us to evaluate
the frst main question of this paper: Can a learning algo-
rithm that combines the output of machines and humans
improve a prediction?

Te formula of MCC or of the ϕ coefcient as it is also
known is |MCC|≐

������
(χ2/n)


, which is equivalent to the

Pearson correlation coefcient for binary cases. MCC can
also be calculated from the confusion matrix using the
following formula: MCC≐ (TP · TN − FP · FN/�����������������������������������

(TP + FP)(TP + FN)(TN + FP)(TN + FN)


), where n is
the number of observations and TP, FP, TN, and FN stands
for true positive, false positive, true negative, and false
negative observations, respectively. When the two classes
have the same number of observations, extreme values of 1
or −1 are expected. A value of zero implies an accuracy of
50%.

4.3.3. Aggregation. As a stress test, we evaluate the capacity
of the human and algorithm predictions (without retraining)
to detect the top 30% returns of the test set even when the
algorithms were not trained to recognize these extreme
events.

Using random forests with 100 trees, without a limit on
its size and with a limit of ten features to evaluate the best
split, we extracted the top 5% T.R. topics (4) for all our
classifers (humans and algorithms) that were relevant to
predict: (1) return direction, and (2) the top 30% returns. We
selected the topics with the highest random forests’ im-
portance score, which is calculated based on the impact of
each feature on the out-of-sample prediction accuracy.

With these results, we built undirected networks for each
type of return. Te nodes of these networks are the classi-
fers, and the edges are the number of common topics among
each pair of classifers weighted by the random forest’s
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importance score. Te most common topic across all the
classifers is excluded from the network calculation to
eliminate unnecessary links.

We clustered the network of humans and algorithms
using the community detection method based on the greedy
optimization of the measure known as modularity [86].
Modularity measures the quality of a partition that evaluates
if there are many links within communities and few links
between communities.

We selected the most frequent topics associated with
every community to evaluate the second main question of
this paper: do humans (individuals and crowds) and ma-
chines concentrate on diferent topics when they analyze and
classify news stories? Tis analysis has two steps: (1) to
evaluate if the new communities or clusters are consistent
with our main groups of analysis (humans, machines, and
expert weighting algorithms), and (2) to recognize specifc
topics for these communities that may indicate diferences in
their decision-making process.

5. Results

5.1. Crowd. Te crowd consisted of 134 workers from 38
U.S. states and had a mean age of 37.7 (σ � 11.4) and was
53% female.

A logistic regression analysis shows that the following
workers’ variables do not afect the error rate when the
sentiment is used to predict the associated asset return trend
after 1 minute: gender, state, average response time, and if
the worker considers himself/herself an expert. However,
age and the number of answers per worker are directly
associated with the error rate. In the complete sample, the
overall error rate weighted by the number of responses of
each worker is 50.5%. Tis value decreases when the worker
evaluates at least fve news and reaches its minimum of 47%
with 2–5 news stories. Te error rate slightly increases to
52.44%with 6–10 news stories, and after ten news stories, the
average error rate is 50%. Te average response time de-
creases with the number of news stories processed (see
Table 1).

Te crowd results improve after eliminating casual
workers (less than two news stories evaluated) and workers
that answer too fast. Considering the efect of casual workers
and that the average error rate of the crowd is close to
random, we eliminate the casual workers when we select the
best workers from the training set to classify the news in the
test set. We refer to this group as the best crowd.

5.2. Learning and Expert Weighting Algorithms. Our tests
show that BoW-SF-PDAL (bag-of-words with semantic

frames and dictionary of afect language) is the top text
analytics method according to SVM and EW, our best in-
dividual and hybrid algorithms, respectively. Tis combined
method captures diferent aspects of the news: PDAL in-
cludes relevant words that might be associated with the
market sentiment, BoW captures most of the combined
efects of the terms of the news, and SF captures the basic
meaning of each phrase. Additionally, the expert shows the
most consistent forecast (lowest volatility). All the human
groups perform better within the 2 hours forecast. SVM and
all the EW algorithms ofer their best performance with the
most extended horizon of three hours. Te diferences in
performance across the classifers and the periods for the
BoW-SF-PDAL case are signifcant according to the
ANOVA p-value of Table 2. Terefore, we only present the
results of our simulations with the three hours horizon and
BoW-SF-PDAL as our preferred method.

SVM is the dominant algorithm to forecast the 3-hour
asset return and is signifcantly diferent from logistic re-
gression, our baseline algorithm, random forest, AdaBoost,
and na€ive Bayes. Although SVM is slightly better than CART
(see Figure 5(a)), the standard error of CART is the largest of
this group of algorithms.Te expert and the best crowd have
similar performance among the human groups, while the
trained evaluators show a lower MCC (Figure 5(b)).

About our frst question, every expert weighting algo-
rithm is similar to or better than its components. All of them
are better than logistic regression, while EW and EWa show
a better performance than EWh (see Figure 5(c)).

Most of the methods explored show a deterioration of
MCC when the original classifcation is used to forecast the
direction of the top 30% return. AdaBoost, followed by na€ive
Bayes, are the best algorithms and the only methods that
signifcantly improve their performance. Te expert out-
performs the rest of the humans, and EW and EWa are still
the dominant algorithms (Figure 5).

Te diferences of performance across each main group
(humans, individual learning algorithms, and EW algo-
rithms) and levels of returns (return, and top 10%, 20%, 30%,
40%, and 50% return direction) are signifcant according to
the ANOVA p-value of Figures 5(a)–5(c). Likewise, the
performance diferences across all the groups and all the
returns are also signifcant.

Assuming that every algorithm is associated with a
cognitive style or a learning procedure, the expert weighting
algorithm (EW) that combines the forecast of the individual
algorithms and humans can be considered an artifcial
collective intelligence that can process a complex and large
amount of information. However, the forecasting capability
of the algorithms is signifcantly afected by the quality of the
inputs used. As mentioned above, the procedure BoW-SF-

Table 1: Weighted average error rate, average response time, and frequency by number of answers between the crowd sentiment and the 1-
minute asset return trend. Average response time is in seconds.

Number of answers 1 2–5 6–10 11–20 21–50 51–250 251–750
Avg error rate (%) 61.11 47.01 52.44 50.00 50.47 54.79 49.97
Avg response time 44.44 35.54 36.90 36.09 25.44 23.00 17.63
Frequency 36 42 11 14 16 6 9
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PDAL includes features associated with the emotions of
every word (PDAL) and the meaning of basic phrases (S.F.)
that substantially improve the learning algorithms’ fore-
casting capability. When the EW algorithm is calculated
using BoW alone, MCC is 0.14. Tis value increases to 0.2
when BoW-SF-PDAL is used instead. Te importance of
specifc phrases associated with particular topics is studied in
Section 5.4, where we discuss the performance of the dif-
ferent communities aggregated by the relevance of their
common topics.

5.3. Complexity. Te training time complexity of the studied
machine learning algorithms in terms of the number of
operations and big O notation is in Table 3. We tried to
maintain simple implementations of these algorithms to
facilitate the calculation of the expert weighting algorithms.
We used 206,478 features generated by the NLP methods
introduced in Section 4.3.1: BoW, PDAL, LSA, LDA, POS,
and SF. Only BoW generated 196,636 features, and the other
methods generated the rest.

Logistic regression, linear SVM, and na€ive Bayes’ com-
plexity is O(np) as these methods must take O(p) steps to
evaluate p features and iterate over n data points. CARTmust
follow the same procedure for every node of the tree. Hence,
its complexity is O(np d) as the previous values are multi-
plied by the depth d of the tree. In this paper, we worked with
d � 3, so CART’s complexity is three times the complexity of
the previous algorithms (see Table 3). In the worst case, the
depth of a tree could be O(n) while the depth of a binary
balanced tree is O(log2n). We used the latter to calculate the
random forest’s complexity as this algorithm is based on an
ensemble of a forest of trees, and we did not limit the depth of
the trees. Hence, its complexity O(np log2n k) is the same as
the complexity of a decision tree where d � log2 n multiplied
by k trees or about 300 times CART’s complexity.

As AdaBoost uses decision stumps (decision trees with a
single split or d � 1) as its weak learners, then AdaBoost’s
complexity O(npe) is the complexity of a decision tree with
d � 1 multiplied by the number of estimators or weak ex-
perts (e). We used not more than 50 estimators; then its
complexity is about 16 times the complexity of CART with
d � 3. Te complexity of these algorithms may change
according to the models’ defnition. For instance, the
complexity of a nonlinear or kernel SVM could go from
O(n2p) to O(n3p).

Te complexity of the expert weighting algorithms
would be equivalent to the sum of the complexity of every
individual algorithm plus O(n). However, once we obtain
the forecast of every method, the marginal complexity of the
expert weighting algorithm is O(n) as for every observation,
it only has to combine the diferent methods according to
their performance. Te same logic applies to the expert
weighting algorithms that include humans. Te overhead or
time complexity of the human component of these algo-
rithms can be approximated by the average response time of
humans as presented in Table 1.

5.4. Community Detection. We can regard our groups of
machine and human experts as constituting a set of nodes
connected through the stories they are good at rating as a
social network. We can then use community detection al-
gorithms to cluster the nodes in this network to understand
whether and how these groups difer. Te algorithm sepa-
rates the community and characterizes each with a mixture
of topics based on the most frequent topics used as edges in
the construction of the network. We use the most frequent
topics for each community to approximate the most relevant
aspects used by each community to classify the news and
then evaluate our second question, if humans and machines
concentrate on diferent topics.

Te most common topics’ categories that we found are:

(1) “Geopolitical Units”: countries or states such as
Germany and France,

(2) “Business Sector”: broad corporate areas such as
banking services or insurance, and

(3) “Events”: relevant corporate actions such as “Results
Forecasts/Warnings” of future corporate results.

We use the detection method proposed by Clauset et al.
[86]. Tis method identifes three communities that forecast
return and are consistent with our main groups of analysis
(see Figure 6(a) and Table 4):

(1) Algorithms: nonlinear classifers (CART, random
forests and AdaBoost) and na€ive Bayes,

(2) Humans (expert and trained evaluators) and linear
classifers (SVM and logistic regression), and

(3) Crowds: human crowd (best crowd) and artifcial
intelligent crowds (EW, EWa, and EWh).

Table 2: Average MCC for asset return prediction by time horizon and learning algorithms using BoW-SF-PDAL. Even though the table
only includes the best performing individual algorithm, SVM, and the ANOVA p-values are based on all the algorithms and human groups.

SVM Trained Expert Best crowd EW EW algorithm EW human
1 minute 0.03 0.06 0.08 0.06 0.04 −0.03 0.07
5 minutes 0.10 0.09 0.07 0.09 0.10 0.03 0.10
15minutes 0.09 0.04 0.05 0.00 −0.03 0.03 0.04
1 hour 0.08 0.03 0.06 0.00 0.10 −0.04 0.04
2 hours 0.09 0.11 0.10 0.12 0.09 0.11 0.11
3 hours 0.15 0.05 0.08 0.08 0.15 0.16 0.11
Mean 0.09 0.06 0.07 0.06 0.08 0.04 0.08
St. deviation 0.04 0.03 0.02 0.05 0.06 0.08 0.03
ANOVA p-value: Rows: 0.011 Columns: 0.002
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Figure 5: Average values of MCC for asset return prediction. ANOVA p-values refer to the classifers and to the diferent levels of return
direction: return, and top 10%, 20%, 30%, 40%, and 50% return.Te graph only includes return and top 30% return.Te error bars represent
standard error. (a) By algorithms. (b) By humans. (c) By expert weighting algorithms.
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Only the second community that includes humans has
“Events” as the main topics’ category. Tis community
comprises internal forecasts about a company’s future re-
sults (“Results Forecasts/Warnings”) and a less critical topic
(“Mergers, Acquisitions & Takeovers”). For the other two
communities, the main category is “Geopolitical Unit,”
which includes mostly news related to Germany (see Ta-
ble 4). Hence, the human classifcation is driven by the
recognition of events that may impact a future price and that
are more difcult for a machine learning algorithm to
recognize that they involve anticipating human reactions to

human expectations. By contrast, the learning algorithms
detect that most news articles that lead to a price change
include a particular keyword, such as Germany. Te best
performer is the third community that contains all the
versions of the EW algorithm and the best crowd. EW has
some similarities with random forests, considering that its
results are based on the combination of the output of several
individual experts. However, as their past results in most
cases weigh the experts, the EW algorithms show better
results than random forests, so they are assigned to a dif-
ferent community.

Table 3: Training time complexity of machine learning algorithms in terms of the number of operations and big O notation. n, p, k, d, and e
stand for the number of observations (479), number of features (206,478), number of trees of random forests (100), CART’s depth of trees
(3), and AdaBoost’s number of estimators (50), respectively.

Algorithm Formula Time complexity
EW algorithm (total) O(np log2n k) + O(npe) + O(npd) + 3O(np) + O(n) 93, 600, 598, 488
Random forest O(np log2n k) 88, 062, 028, 784
AdaBoost O(npe) 4, 945, 148, 100
CART O(npd) 296, 708, 886
Support vector O(np) 98, 902, 962
Logistic regression O(np) 98, 902, 962
Naı̈ve Bayes O(np) 98, 902, 962
EW (marginal) O(n) 479
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Figure 6: Network of classifers based on the top 5% of common news topics and community structure according to Clauset et al. [86].
Boost, logistic R., SVM, and EW are AdaBoost, logistic regression, support vector machine, and expert weighting algorithm (humans h and a
algorithms). (a) 3 hours return. (b) Top 30% for 3 hours return.

Table 4: Community membership of the network of classifers based on the top 5% of common news topics for 3 hours return according to
Clauset et al. [86]. NB, RF, LR, SVM, and EW are naı̈ve Bayes, random forests, logistic regression, support vector machine, and expert
weighting algorithm, respectively. MCC is the community average of the Matthews correlation coefcient. Modularity� 0.08.

I.D. Components MCC Ranking of main topics by categories
1 NB, CART, RF, AdaBoost 0.07 (1) Geopolitical unit, (2) Events (results forecasts)
2 Expert, trained, LR, SVM 0.09 (1) Events (results forecasts, mergers, and acquisitions), (2) Geopolitical unit
3 EW, EWh, EWa, best crowd 0.12 (1) Geopolitical unit, (2) Business sectors
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Te classifcation of the top 30% return leads to the
following communities of classifers (see Figure 6(b) and
Table 5):

(1) Humans, EW, EWh, and several algorithms.
(2) Best algorithms: AdaBoosting, and EWa. It also

includes the best algorithm of the previous network
(SVM) and logistic regression.

While the frst community still selects “Geopolitical
Units” (Germany and France) as the main category, the
second community recognizes that “Business Sector” is the
most critical category. Te topics in this group are all as-
sociated with fnancial companies: banking services, fnance,
and insurance. Even though the expert has the best per-
formance among humans, AdaBoost and EWa can detect the
major return changes and converge in the second com-
munity. As common topics among its members defne every
community, the predictive capacity of the selected topics
partially explains the performance of every community and
method used. In this case, the dominance of the diferent
versions of the EW algorithm can be explained by its ca-
pacity to select the algorithm with the best performance, and
indirectly with the best combination of topics. Te EW
algorithm can be described as an evolving collective intel-
ligence because of its capacity to evaluate the inputs of
several experts and to take its decisions according to the
experts with the lagged best performances.

6. Discussion

Te importance of “Events” topics category to classify
returns by humans might be due to their capacity to rec-
ognize the price impact of events using history and the
information provided in the news story. Events are unique,
complex, and their outcome may change according to the
circumstances. Tey require sophisticated interpretation.
For instance, an event of the type “mergers, acquisitions, and
takeovers” may imply that company X takes over company Y
or vice versa. However, the news story may be very am-
biguous or may not ofer any details: “Global steel giant
Mittal Steel C. . .. confrmed on Wednesday that it was in
talks on a possible deal with Hunan Valin Steel Tube &Wire
Co., Ltd. . .. but would not detail the nature of the discus-
sions” [87].

An expert with the correct information might anticipate
the price impact of this deal, and even the crowd can also
guess that any corporate deal may have a price impact even
though it does not know the correct direction. However, an
algorithm may have difculty interpreting the stories related
to a merger as being diferent views of the same unfolding

event. Moreover, semantic frames, an advanced interpre-
tative NLP technique used by the algorithms, can be applied
only to phrases or relatively short paragraphs. But the de-
scription of an event might be extended, spread out across
diferent news, or may not ofer enough information, such as
the following news alert: “TCI believes that a large majority
of BOERSE shareholders would oppose BOERSE’S LSE
takeover ofer” [88]. Tis news includes the word “oppose”
which the algorithm might interpret negatively. However, a
human being may recognize that the show of opposition to a
takeover ofer might be positive for the company in the long
run; therefore, it may have a positive price impact.

For the top 30% return forecasts, the frst community
includes humans, EWh, EW, and several algorithms. As a
result of this mixture of diferent groups, “Results Forecasts/
Warnings” (part of “Events” category) becomes the second
most important topic. An additional explanation for re-
ducing the importance of events in an extreme situation is
that they may lead to either overconfdence or emotional
reaction by humans [89]. In these situations, the algorithms
have the advantage that they are dispassionate. Te im-
portance of each topic is based on the random forests’
importance score which indicates the contribution of each
topic to the out-of-sample accuracy prediction.

For learning and expert weighting algorithms, the most
critical topic used to forecast return is the category “Geo-
political Units” which includes topics such as “Germany” or
“France.”

In most of cases, this topic is associated with the resi-
dence of a corporation instead of referring to a particular
country: it is easy for an algorithm to recognize the name of a
company and associate it with its past performance. In this
case, if a company’s performance in the test dataset is
consistent with its performance in the training dataset, then
the return prediction is adequate. Te problem happens
when the company’s performance changes or the news may
refer to a diferent company or event. For instance, the
algorithm may remember that the performance of company
X is positive. However, the news story may mention com-
pany X as the company afliation of a fnancial analyst that
follows company Y. Terefore, the news target is company Y.
In these situations, semantic frames might be benefcial to
disambiguate several news stories with common words but
with very diferent targets. A similar analysis applies to
“Business Sector,” the most critical topics category to
forecast the top 30% return by the community of algorithms.

Te expert and the best crowd belong to diferent
communities, even though they show similar performance
in forecasting returns considering that crowds with limited
knowledge can collectively predict like an expert with greater

Table 5: Community membership of the network of classifers based on the top 30% 3 hours return forecast according to Clauset et al. [86].
NB, RF, LR, SVM, and EW are näıve Bayes, random forests, logistic regression, support vector machine, and expert weighting algorithm,
respectively. MCC is the community average of the Matthews correlation coefcient. Modularity� 0.11.

I.D. Components MCC Ranking of main topics by categories

1 NB, CART, RF, EW, EWh 0.05 (1) Geopolitical unit, (2) Events (results forecasts)
Best crowd, expert, trained (2) Banking services

2 LR, SVM, AdaBoost, EWa 0.08 (1) Business sector, (2) Geopolitical unit
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knowledge as the cognitive literature [50, 52] is proposed.
Te fact that the best crowd and all the expert weighting
algorithms are in the same community and share similar
topics (“Geopolitical Units” and “Business Sectors”), and
that the prediction of all of them are based on the aggre-
gation of the best individual decisions leads us to believe that
their cognitive processes are similar. For this reason, we refer
to the expert weighting algorithm as an artifcial collective
intelligence capable of predicting at least as well as any of the
individual experts. Te same distinction we made above
between topics selected by humans and algorithms applies to
the diference in topics and probably underlying cognitive
processes between the expert and the community of EW
algorithms and the best crowd.

To summarize, combining individual predictions
through alternative versions of the EW algorithm leads to an
improved aggregated prediction. Additionally, the com-
munities of humans, algorithms, and expert weighting al-
gorithms are associated with diferent topics.

7. Conclusion

As part of an efort to understand the role that crowds and
experts can play in interpreting news and predicting news
impact, several diferent kinds of crowds and algorithms
were assembled to characterize the sentiment of news
stories. As evaluated by the crowds, this sentiment was used
to predict returns directly. Also, an expert weighting algo-
rithm was designed and tested; this algorithm automated
and aggregated both machine predictions and crowd input
to make predictions. Te results, tested against securities
over time, showed that the expert weighting algorithm is
very similar to or better than the best algorithm or human in
most cases. From a cognitive perspective, the dynamic se-
lection of the best expert or a combination of them based on
previous performance in the expert weighting algorithm that
follows the spirit of evolving collective intelligence.

Introducing fnancial and accounting variables that
combine news sentiment with information about compa-
nies’ stories enriches the expert weighting algorithm. Ad-
ditionally, other aspects of the content—the people, places,
and concepts mentioned— can also be explored as addi-
tional features that could improve the prediction of asset
returns. Even though this paper has focused on asset returns,

this work might possibly be extended to predicting other
social, political, or market events.

Concerning research on crowd work, our fndings
suggest that, while crowds in aggregate may not always be
good at interpretation, some individuals in the crowd or
some experts are likely to be very good at it and that fnding
these experts is a desirable thing to do. Tey can make
accurate predictions and generate a strong signal that ma-
chine learning algorithms can use. Humans can perform an
act of interpretation that machines are not yet capable of.
However, once this act of interpretation is performed,
machines may learn from it. Moreover, in many situations,
human input may prove necessary. For example, when the
context changes suddenly, humans are arguably better at
adapting than computers. As this research shows, humans
and algorithms belong to diferent communities charac-
terized by diferent prediction skills about particular news
topics. Humans and machines can be integrated into a
hybrid system that combines the machine’s ability to process
large amounts of data with the humans’ ability to interpret.

Te current business environment processes a large
amount of heterogeneous data that arrives very fast. Using
experts or the crowd to interpret it is not always practical.
Tis research shows that the distance between the machine
and human interpretation can be reduced, transforming the
original text into components that simulate how humans
process the information incorporating meaningful keywords
that capture human emotions combined with semantic
interpretations of short news stories. When an expert
weighting algorithm evaluates this preprocessed informa-
tion, an artifcially intelligent crowd, its predictive capacity
outperforms the other classifcation methods. Te results
suggest one path toward an artifcial collective intelligence
[90].

Appendix

A. Automated Text Analysis Methods

A.1. Unsupervised Learning Algorithms. Unsupervised
learning algorithms typically cluster categories or topics of a
series of documents without previous knowledge of those
categories. Among the most popular methods are latent
semantic analysis and latent Dirichlet allocation:

A.1.1. Latent Semantic Analysis. Latent semantic analysis
(LSA) is a method to approximate a term-document matrix
C using singular value decomposition. Tis procedure
generates a low-rank approximation Ck to C, which allows
representing each document with k dimensions. Tese k
dimensions are determined by the k principal eigenvectors
that represent the largest eigenvalues of CCT and CTC. Te k
dimensions of each document can be used to compute
similarities between documents, terms, a query, and a
document [92].

A.1.2. Latent Dirichlet Allocation. Te topic model meth-
odology [93] discovers common topics among a series of

Figure 7: Te AdaBoost algorithm [14]. yi is the binary label to be
predicted, xi corresponds to the features of an instance i, wt

i is the
weight of instance i at time t, ht and Ft(x) are the prediction rule
and the prediction score at time t, respectively.
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documents. Tis approach assumes that documents are a
mixture of topics, where a topic is based on a probability
distribution over words. Latent Dirichlet allocation (LDA)
evaluates a new document by selecting topics according to
their distribution and keywords. We can infer the topics
used to generate the documents inverting this process. LDA
is an accepted topic model methodology for capturing the
latent structure of a large set of documents. LDA simply
supposes that the topic distribution follows a Dirichlet prior
[94]. Tis approach helps us to cluster topics across large
data sets of news.

Te application of these unsupervised methods to
business problems is still very limited. Aral et al. [95] used
LDA to extract common topics among 2,397 stock rec-
ommendations; Creamer et al. [91] applied LDA to extract
common topics in a corporate network and used it to
forecast return; Bao and Datta [96], in a Management
Science article, used an extended version of LDA topic
model to evaluate the efect of risk disclosures in 10-K forms
on the risk perception of investors; and Xie et al. [17] tested
several NLP methods such as BoW, LDA, DAL, and se-
mantic frames for stock price prediction.

A.2. Classic Supervised Learning Algorithms

Tis section introduces a group of classifcation or super-
vised learning algorithms that use diferent text analysis
features to predict the asset return direction. All of them
produced similar categorical output. However, we decided to
explore these diverse methods as they emphasize diferent
aspects of the classifcation problem.

Te following methods include a vector of inputs X �

(X1, X2, . . . , Xp) that predict the binary output Y. Te
training dataset of (X, Y) includes pairs (x1, y1), (x2, y2),
. . . , (xn, yn), where xi corresponds to the features of an
instance, and yi ∈ 0, 1{ } is the binary label that is to be
predicted.

A.2.1. Logistic Regression. Te logistic regression models
[60] and the posterior probabilities Pr(Y � l | Xi) of L classes
Y using linear regression in the vector of features X as

Pr Y � l|Xi(  �
e


n
j�1 βjXj

1 + e


n
j�1 βjXj

⎛⎜⎝ ⎞⎟⎠. (A.1)

Te summation of these probabilities equals one. Lo-
gistic regression results are better interpreted using the odds
ratio as

Pr Y � l | Xi( 

Pr Y � L | Xi( 
. (A.2)

We use logistic regression as our baseline algorithm.

A.2.2. Na€ive Bayes. Na€ive Bayes (NB) is a simple Bayesian
classifer which assumes that a cause Y has an impact on
several efects (X1, X2, . . . , Xp) that are conditionally
independent given a particular class Yj. Teir full joint

distribution or a na€ive Bayes model is P(Yj, X1, X2,

. . . , Xp) � P(Yj)πiP(Xi | Yj). Te conditional indepen-
dence assumption signifcantly simplifes the computation
of the joint distribution. Despite its simplicity, this model
has been demonstrated to be very efective even if the
conditional independence assumption is not satisfed. For
this reason, NB is typically used by the BoW model. Tis
model classifes documents using the frequency of
n-grams as features to train a classifer. Additionally, NB
is a reasonable model to simulate cognitive judgments
considering that humans use prior distributions for
specifc daily prediction tasks either individually [50] or
collectively [52].

A.2.3. Support Vector Machine. Vapnik [97] proposed
support vector machine (SVM) as a classifcation method
based on the use of kernels to preprocess data in a higher
dimension than the original space. Tis transformation al-
lows an optimal hyperplane to separate the data into two
categories or values.

A hyperplane is defned as

X: F(X)≐X
Tβ + β0 � 0 , (A.3)

where ‖β‖ � 1.
Te strong prediction rule learned by a SVM model is

sign(F(X)) (see Hastie et al. [60]).
NB and SVM are the most popular methods used in NLP

for text classifcation. Li [98] built a NB model to classify the
forward-looking statements of 10-K and 10-Q forms.
Antweiler and Frank [7] used a small number of manually
labeled text messages to train NB and SVMmodels and then
calculated the sentiment of 1.5 million text messages.
Schumaker and Chen [75] built an SVM model using BoW,
noun phrases, and named entities of fnancial news as the
model’s features to forecast stock price changes. Noun
phrases outperform the rest of the features achieving an
accuracy rate of 57.1%. Mittermayer [99] designed a similar
system with SVM and K-nearest neighbors using tf-idf as
features of themodel. SVMwith a polynomial kernel showed
the best performance. Hagenau et al. [62] used word
combinations as features, a χ2 method to select the best
features, and SVM as the classifcation algorithm. Luss and
Alexandre [100] used SVM for intraday price prediction.

A.2.4. Decision Trees. Classifcation and regression trees
(CART) is a popular decision tree algorithm proposed by
Breiman et al. [101]. CART builds a binary decision tree
following a top-down approach where the root node is the
best feature where its branches are its values and can separate
the data into two parts according to a test such as infor-
mation gain. CARTrepeats this process successively with the
descendants of each node, creating two new nodes until
there is no further information gained or any other stopping
rule is satisfed. An alternative implementation is to grow the
tree as much as possible and then prune each node that most
improves accuracy. At that point, CART includes the leaf
node with the most common value of the target attribute.
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Te information gain (ΔE(S, A)) for the introduction of
the target feature A and the sample of training observation S
is defned as

ΔE(S, A)≐E(S) − 
v∈values(A)

Sv

S
E Sv( , (A.4)

and entropy impurity is

E(S)≐ − 
c

i�1
pilog2pi, (A.5)

where pi is the proportion of observations S that belongs to
class i and c and represents the diferent values of the target
feature.

Oh and Sheng [102] manually labeled 7,109 blog post-
ings and used the decision tree C4.5, which is very similar to
CART to assess the remaining blog postings. Teir results
show that the supervised method performs slightly better
than a lexicon. Yu et al. [103] showed that CART, followed
by random forests, outperforms SVM and artifcial neural
networks to forecast credit ratings of decarbonized frms.

A.3. Supervised Learning: Ensemble Algorithms

Tis section introduces boosting and random forests, two
well-known ensemble methods that automate the task of
forecasting asset returns, aggregating the output of many
individual experts using the same algorithm. In the case of
boosting, every iteration increases the weight of the mis-
classifed observations while random forests randomly select
diferent samples and features to build several decision trees.

A.3.1. Boosting. AdaBoost is a classifcation learning algo-
rithm proposed by Freund and Schapire [14] and introduced
in Figure 7. AdaBoost repeatedly applies a weak or base
learner (an algorithm with a performance at least slightly
better than random guessing) to each instance i of a training
set and produces a prediction rule ht that maps x to 0, 1{ }.
Mapping x to 0, 1{ } instead of −1, +1{ } increases the fexi-
bility of the weak learner. Zero can be interpreted as “no
prediction.” After every iteration t, a performance prediction
score Ft(x) is updated by adding to its small corrections
given by the weak prediction functions. Te weight wt

i is
assigned to each instance i using an exponential function
where the misclassifed instances receive a larger weight than
the rest. Te hypothesis that is generated by the weak learner
in each iteration is combined into a single strong rule using a
weighted majority vote as sign(F(x)).

We decided to use boosting as one of our learning al-
gorithms because of its feature selection capability, its error
bound proofs [14], its interpretability, its capacity to com-
bine both quantitative and qualitative variables, and its
previous application to fnancial forecasting by Creamer and
Freund [104].

A.3.2. Random Forests. Random forests is a variant of
bagging decision trees proposed by Breiman [105]. We chose

this algorithm because it presents the best publicly available
combination of decision trees and bagging.

If the training set Y consists of pairs (x1, y1), (x2, y2),
. . . , (xn, yn), xi corresponds to the features of an example,
and yi is either a class label or a numerical response to be
predicted. Random forests generate multiple trees (θi)

from uniform bootstrap samples with replacement of Y and
from several variables X randomly selected using any
decision tree. As a result each tree generates a predictor of
Yψ (X, θi). When Y is a numerical response, the average of
the predictors is the fnal prediction:

ψRF(X) �


n
i�1 ψ X, θi( 

n
. (A.6)

If Y is a class label, ψRF(X) is obtained by the majority
vote of the individual predictors ψ(X, θi).

When the number of trees is vast, the generalization
error for forests converges. Breiman [105] indicated that the
accuracy of random forests is as good as AdaBoost or better.
Random forests generates a standardized score, a z-score,
that indicates the importance of each variable in the fnal
classifcation.

Onan et al. [106] showed that bagging and random
forests, with the most frequent measure of keyword ex-
traction, outperform other classic machine learning algo-
rithms such as NB, logistic regression, and SVM for text
classifcation.
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