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In recent times, studies on discrete nonlinear systems received much attention among researchers because of their potential applications in real-world problems. In this study, we conducted an in-depth exploration into the stability of synchronization within discrete nonlinear systems, specifically focusing on the Hindmarsh–Rose map, the Chialvo neuron model, and the Lorenz map. Our methodology revolved around the utilization of the master stability function approach. We systematically examined all conceivable coupling configurations for each model to ascertain the stability of synchronization manifolds. The outcomes underscored that only distinct coupling schemes manifest stable synchronization manifolds, while others do not exhibit this trait. Furthermore, a comprehensive analysis of the master stability function’s behavior was performed across a diverse range of coupling strengths (σ) and system parameters. These findings greatly enhance our understanding of network dynamics, as discrete-time dynamical systems adeptly replicate the dynamics of continuous-time models, offering significant reductions in computational complexity.

1. Introduction

Most of the natural processes around are modeled as complex networks. Understanding the collective behaviors of complex networks has attracted researchers from different disciplines over the past decades. In particular, synchronization is one of the vital collective behavior of the complex network of systems which is observed in many areas of research, ranging from neuroscience to social systems [1–8]. Synchronization occurs when the systems in a network behave collectively and have the same dynamics upon the proper coupling strength. Simultaneously, complex networks have been studied by many researchers because of their wide applicability in modeling the dynamics of social networks, epidemics spread such as COVID-19, neuronal networks, prey-predator dynamics, and human brain networks [9]. The synchronization phenomenon has been studied in complex networks in various aspects [10]. For instance, synchronization in complex networks was studied by Arenas et al. in [11]. Coombes and Thul studied the synchrony in networks of coupled nonsmooth dynamical systems [12]. Complex networks with long-range interactions were considered by Rakshit et al., and we found studies on the synchronization in [13]. A detailed study on the network synchronization of various neuron models with the inclusion of electromagnetic flux was investigated in [14]. A detailed study of the synchronization of time-varying networks was also found in [15]. The literature on
synchronization is huge, and one may refer to [1, 3, 4, 6, 8, 10, 16–22] and references therein. Recently, several studies have dealt with the synchronization of complex networks with higher-order interactions [23–30].

To investigate the synchronization in complex networks, the master stability function (MSF) is one of the fundamental tools in the nonlinear dynamics literature. We define MSF as the largest transverse Lyapunov exponent of the synchronization manifold. The condition for the occurrence of synchronization is that the value of MSF at certain parameters should be negative. Pecora and Carroll introduced this in the year 1998 to analyze the synchronization in identical networks [31]. The generic behavior of master stability functions in coupled nonlinear dynamical systems was studied in [32]. The MSF of stochastically coupled chaotic maps was studied by Porfiri [33]. In the multivariable coupled oscillators, the synchronization stability has been analyzed using MSF formalism in [34]. Later, the research on the MSF for synchronization stability became a vibrant topic and extended to complex networks with different topologies and structures. For more details, one can refer to [23, 35–39].

In general, the systems/networks are modeled as either continuous-time or discrete-time dynamical systems to understand their dynamics. In the present work, we aim to study networks of discrete systems since various real-life problems, such as neurodynamics and population dynamics, can be modeled as discrete dynamical systems. Most of the studies have given attention to the MSF of continuous dynamical systems. Very few studies in the literature have focused on the synchronization of discrete systems by using MSF. Sun and Cao analyzed the complete synchronization of coupled Rulkov neuron networks with the help of MSF [40]. In [41], the authors have investigated the complete synchronization of a coupled chaotic Aihara neuron network with electrical synapses. In this series, we would like to study networks of discrete systems by using the MSF formalism. In this work, we study the stability of synchronization in networks of coupled discrete maps. We consider three different maps: the Hindmarsh–Rose map, the Chialvo neuron model, and the Lorenz map. We investigate the stability of synchronization for all possible coupling configurations in each system. We also find that marginally synchronized states can exist in networks of coupled maps. These states are not fully synchronized, but they are still stable. Interestingly, the Lorenz map exhibits multiple zero crossings and is found to belong to the 1 class.

Our study provides a better understanding of the stability of the synchronization manifold of networks of coupled maps. This information is important for understanding the dynamics of complex networks and for designing networks that can be used for applications such as secure communication and distributed computing. Also, understanding the synchronization dynamics of networks of maps is important in the study of complex network theory, as these discrete-time dynamical systems efficiently replicate the dynamics of continuous-time models with reduced computational effort.

The structure of the article is as follows: in Section 2, we present the theory of discrete MSF. The synchronization of the discrete HR neuron model is analyzed in Section 3. In Section 4, we discuss the MSF studies of another network of neurons, namely the discrete Chialvo neuron model. Another important model, namely the Lorenz map and its synchronization stability through MSF, is presented in Section 5. Finally, we give a summary and conclusion in Section 6.

2. Background

A general model of a discrete nonlinear difference equation is given by

$$x(k + 1) = F(x(k)).$$

(1)

In [32], the authors have proposed a master stability function approach to understand the synchronizability of a network of N coupled oscillators for continuous-time systems. We rewrite the same procedure for discrete-time systems in the following way [42]. With the coupling matrix C (Laplacian matrix) and the coupling function \(H(x)\), the coupled systems of N maps can be modeled as follows:

$$x_i(k + 1) = F(x_i(k)) - \rho \sum_{m=1}^{N} C_{im} H(x_m(k)), \quad i = 1, 2, \ldots, N,$$

(2)

where \(x_i(k)\) denotes n-dimensional state vector of the \(i^{th}\) system at discrete-time \(k\), \((0, 1, 2, \ldots)\).

If the connection exists between the nodes \(i\) and \(m\), then the coupling matrix \(C_{im}\) has the value 1, otherwise 0. The Laplacian matrix should be \(\sum_{m=1}^{N} C_{im} = 0\) for any value of \(m\) in order to have the solution of equation (2) as the synchronized states \(x_i(k) = x_1(k) = \cdots = x_N(k) = s(k)\). Here, \(s(k)\) is the synchronized solution of the isolated system (1) (solution means a fixed point, a periodic orbit, or even a chaotic orbit of the uncoupled system).

$$x_i(k) = s_i(k) + y_i(k).$$

(3)

From the master stability equation,

$$y_i(k + 1) = \left(DF(s(k)) - \rho \sum_{m=1}^{N} C_{im} DH(s(k))\right) y_i(k).$$

(4)

We analyze the stability of equation (2) at the synchronized state \(s(k)\). Here, \(y_i(k)\) is the variation about the synchronized state \(s(k)\). The terms \(DF(s(k))\) and \(DH(s(k))\) define the Jacobian matrix for the velocity functions \(F(x(k))\) and coupling function \(H(x(k))\) evaluated on the synchronization manifold \(s(k)\). Significance of velocity function \(F(x(k))\) and coupling function \(H(x(k))\) can be found in [32]. In [35], the authors have derived a new method by using a block diagonalized coupling function with the help of the matrix \(Q\), which is constructed from the eigenvectors of the Laplacian matrix \(C\), and the difference equation in (4) is changed to
where $\sigma$ is the coupling strength and is denoted by $\sigma \lambda_1$ where $\lambda_1$ corresponds to the eigenvalue of the Laplacian matrix $C_{lm}$. The well-known Lyapunov and Floquet methods of MSF calculations need complex computations and longer simulation time; hence, as in [35], the error-based method is used. The coupled map network model defined by (5) is numerically solved, and the state variable $(z)$ should be close to zero or unbounded, and the logarithm of these ends is used as the master stability function (MSF) of the coupled discrete network. The master stability function $(\psi)$ is calculated from the largest Lyapunov exponent from the equation (5). If the MSF $(\psi)$ is negative, then the stability of the synchronized state can be determined by small disturbance, which eventually will diminish exponentially so that the synchronous solution is stable. The synchronous solution becomes unstable, and the largest Lyapunov exponent is positive. This is because a tiny perturbation from the synchronous state will lead to trajectories that diverge from the state. As a function of coupling strength, the MSF may cross zero several times. Depending on the number of crossings, the class or the classification of MSF is defined. Class $\Gamma_0$ is characterized by the absence of any finite zero crossings and is always in a positive state. This means that the network never allows synchronization to occur. Similarly, class $\Gamma_1$ exhibits a single finite zero crossing, signifying that once the network achieves synchronization, and it remains in that synchronized state. On the other hand, class $\Gamma_2$ displays two finite zero crossings. In this class, there exists a finite range of coupling parameters where network synchronization can occur. However, as soon as the MSF becomes positive, the network desynchronizes. Likewise, classes $\Gamma_1$ and $\Gamma_2$ depend on the number of times MSF crosses the zero axis. To show the effectiveness of the proposed discrete MSF, we have chosen the discrete HR model [43, 44], the discrete Chialvo model [45], and the Lorenz map [46]. We use MATLAB to solve the network of oscillators with $k = 20000$ and after removing enough transient.

### 3. Case A: Discrete Hindmarsh–Rose Model (HR)

The three-dimensional HR map proposed in [44] is defined by the following difference equations:

\[
\begin{align*}
    x(k + 1) &= x(k) + \delta(y(k) - ax(k)^3 + bx(k)^2 - z(k) + 1), \\
    y(k + 1) &= y(k) + \delta(c - dx(k)^2 - y(k)), \\
    z(k + 1) &= z(k) + \delta(r(s(x(k) + 1.6) - z(k))).
\end{align*}
\]  

(6)

Here, $x(k), y(k), \text{and } z(k)$ denote the system variables, and we have used the parameters as defined in [44]. The parameters $\delta$ and $k$ are defined as integration step size and discrete-time $(k = 1, 2, 3, \ldots)$, respectively. The other system parameters take the following values: $a = 1, b = 3, c = 1, d = 5, s = 4, r = 0.006, \text{and } I = 3.3$. Studies on various aspects of the Hindmarsh–Rose model in the continuous case are discussed in [28, 47–49]. Synchronization stability of the continuous-time Hindmarsh–Rose has been reported for various choices of coupling schemes [32]. However, a detailed understanding of the stability of synchronization of the discrete-time Hindmarsh–Rose model is not fully reported in the literature. In order to understand the stability of the synchronization, we write the Jacobian matrix of the discrete HR map (6) as follows:

\[
J = \begin{bmatrix}
1 + \delta(-3ax^2(k) + 2bx(k)) & \delta & -\delta \\
-2\delta dx(k) & 1 - \delta & 0 \\
\delta rs & 0 & 1 - \delta r
\end{bmatrix}.
\]  

(7)

By using the error-based MSF model (5) and the Jacobian matrix (7), the new variational equation of the coupled discrete HR model is derived as follows:

\[
\begin{align*}
    z_1(k + 1) &= [1 + \delta m - \sigma - \delta - \delta] z_1(k), \\
    z_2(k + 1) &= [-2\delta dx(k) - \delta m - \sigma - 1 + \delta] z_2(k), \\
    z_3(k + 1) &= [-\delta rs - \delta m - \sigma - 1 - \delta] z_3(k).
\end{align*}
\]  

(8)

where $m = (-3ax^2(k) + 2bx(k))$. The above model is a representation of $x - x$ coupling scheme. Depending on the variables coupled, the model (8) has nine different coupling matrices whose master stability function plots are shown in Figure 1. In the $x - x$ coupling scheme, the MSF crosses zero and enters into synchronization region at $\sigma = 0.04311$ which is marked in blue color in Figure 1(a). The discrete HR neuron model shows a longer range of coupling strength in the synchronized region. Further increasing the coupling strength, the MSF crosses zero to the positive region at the coupling strength $\sigma = 2.619$ which is marked in red color in the same figure. The $x - y$ coupling scheme is categorized into $\Gamma_2$ with two finite crossing points. The MSF for the coupling scheme $x - y$ is presented in Figure 1(b). From this figure, we observed the MSF crosses zero and entered the synchronized region at the value of $\sigma = 0.08919$. It remains in the synchronized regime only for a short range of coupling strength $\sigma$ up to $\sigma = 0.1225$. When $\sigma$ is increased beyond 0.1225, the MSF again crosses zero to the positive region. Though the $x - y$ coupling has a short parameter range of synchronization, this coupling scheme also falls under the category of $\Gamma_2$ with two finite crossing points. As far as the $x - z$ coupling scheme is concerned, the MSF reaches zero at the value of $\sigma = 0.03117$, and it entered back to the positive region without going further into the negative region. Here, the HR neurons are marginally synchronized at the $\sigma$ has the value $\sigma = 0.03117$. In the case of marginally synchronization, the network has some degree of synchronization among the components, and it is not strong enough to ensure complete or perfect synchronization. This is marked in green color in Figure 1(c).

Likewise, when a couple of other possible pairs of variables, MSF crosses zero value two times when we opted for the $y - y$ coupling scheme. At $\sigma = 0.03148$ (blue color), the MSF moves to a negative region and the synchronization
The manifold of the coupled systems is stable while MSF moves back to the positive value for $\sigma$ greater than 1.917 (red color), and hence, the synchronization manifold is unstable which is shown in Figure 1(e). The $y - y$ coupling scheme falls under the category of $\Gamma_2$ with two finite crossing points. The rest of the combinations of the coupling schemes discussed in Figures 1(d) and 1(f)–1(i) show that the synchronization manifold of the coupled discrete HR neurons remains unstable for any given value of the $\sigma$. All these coupling schemes come under the category $\Gamma_0$ since there are no finite crossing points.

Similar to the parameter $\sigma$, the parameter $I$ shows a significant effect on the stability of the synchronization manifold. To check the effect of $I$, we have plotted Figure 2, which shows the effect of MSF versus the external current $I$ and the coupling strength $\sigma$ for the coupling scheme $x - x$. Colors in the image plot clearly show how the regime of synchronization and unsynchronization stability changes with respect to the parameters $\sigma$ and $I$. In particular, the sky blue color regime indicates the synchronization of HR neurons, and green, yellow, and pink colors indicate the unsynchronized part of the HR neurons.

Next, we would like to analyze another neuron model, namely the discrete Chialvo neuron model.

4. Discrete Chialvo Neuron Model

The mathematical model of the Chialvo neuron [50] is defined as follows:

\[
\psi = \begin{cases} 
0.4 & \text{if } \sigma = 0.04311 \\
0.3 & \text{if } \sigma = 0.1225 \\
0.2 & \text{if } \sigma = 0.08919 \\
0.1 & \text{if } \sigma = 0.03117 \\
0 & \text{if } \sigma = 0.03148 \\
-0.1 & \text{if } \sigma = 1.917 \\
-0.2 & \text{if } \sigma = 2.619 \\
-0.3 & \text{if } \sigma = 2.225 \\
0.5 & \text{if } \sigma = 1.5 \\
1.5 & \text{if } \sigma = 0 \\
\end{cases}
\]

\[
\delta = \begin{cases} 
0.6 & \text{if } \psi = 0.4 \\
0.5 & \text{if } \psi = 0.3 \\
0.4 & \text{if } \psi = 0.2 \\
0.3 & \text{if } \psi = 0.1 \\
0 & \text{if } \psi = 0 \\
-0.1 & \text{if } \psi = -0.1 \\
-0.2 & \text{if } \psi = -0.2 \\
-0.3 & \text{if } \psi = -0.3 \\
\end{cases}
\]

The response of $\psi$ versus $\sigma$ for the other coupling schemes $z - x$, $z - y$, and $z - z$ is displayed in (g–i).

**Figure 1:** MSF of the nine different coupling schemes for discrete HR neuron model (6). (a–c) depict $\psi$ over $\sigma$ for the coupling schemes $x - x$, $x - y$, and $x - z$, respectively. Likewise, for the coupling schemes $y - x$, $y - y$, and $y - z$, $\psi$ versus $\sigma$ are plotted as 2D plots in (d–f). The rest of the combinations of the coupling schemes discussed in Figures 1(d) and 1(f)–1(i) show that the synchronization manifold of the coupled discrete HR neurons remains unstable for any given value of the $\sigma$. All these coupling schemes come under the category $\Gamma_0$ since there are no finite crossing points.

4. Complexity
We write the Jacobian matrix of the model (9) as

\[
\begin{bmatrix}
  x(k+1) = x(k)^2 e^{(y(k)-x(k))} + k_1 + px(k)\tanh(z(k)), \\
y(k+1) = ay(k) - bx(k) + c, \\
z(k+1) = z(k) + \varepsilon x(k)
\end{bmatrix}
\]

(9)

Variables $x(k)$, $y(k)$, and $z(k)$ define the activation variable, recovery variable, and magnetic flux across the neuron membrane, respectively. Constant bias is defined by the parameter $k_1$, and it has the value $k_1 = 0.03$. The dimensionless parameters used in (9) are defined as $a = 0.88$, $b = 0.18$, $c = 0.28$, $\varepsilon = 0.01$, and $p = 0.01$. For more details, studies related to Chialvo neurons are found in [51, 52]. To the best of our knowledge, the stability of the synchronization manifold for the discrete-time Chialvo neurons has not been reported in the literature. Studies have been conducted to understand the synchronization dynamics of the Chialvo neurons not on the stability of synchronization [53]. We write the Jacobian matrix of the model (9) as follows:

\[
J = \begin{bmatrix}
  f_1 & f_2 & f_3 \\
  -b & a & 0 \\
  \varepsilon & 0 & 1
\end{bmatrix},
\]

(10)

where the expressions $f_1$, $f_2$, and $f_3$ take the form

\[
f_1 = -x^2(k)e^{y(k)-x(k)} + 2x(k)e^{y(k)-x(k)} + p\tanh(z(k)),
\]

(11)

\[
f_2 = x^2(k)e^{y(k)-x(k)},
\]

(12)

\[
f_3 = px(k)(1 - \tanh(z(k))^2).
\]

(13)

An error-based equation can be derived using (9) and (10), as well as the new variational equation of the Chialvo neuron model, which is derived for the $x-x$ coupling as follows:

\[
\begin{bmatrix}
  z_1(k+1) \\
  z_2(k+1) \\
  z_3(k+1)
\end{bmatrix} =
\begin{bmatrix}
  f_1 - \sigma & f_2 & f_3 \\
  -b & a & 0 \\
  \varepsilon & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  z_1(k) \\
  z_2(k) \\
  z_3(k)
\end{bmatrix},
\]

(14)

where $\sigma$ is the coupling term for the $x-x$ coupling configuration. For the numerical analysis, we considered all nine possible combinations of the coupling schemes as we did in the previous case. From Figure 3, we observe that the stability of the synchronization manifold of coupled Chialvo neurons maps happens only for two coupling schemes, namely $x-x$ and $y-y$. Both the coupling schemes belong to the class $\Gamma_2$ with two finite crossing points. The synchronization manifold stability sustains a wide range of coupling strengths $\sigma$. In the first-coupling scheme ($x-x$), the MSF reaches zero at $\sigma = 0.1116$ (blue color) and enters into the synchronized region. The MSF sustains in the zero for a wide range from $\sigma = 0.1116$ to $\sigma = 2.043$. As we increase coupling strength $\sigma > 2.043$, it moves to a positive (unsynchronized) region (red color) which is given in Figure 3(a). Likewise, for the $y-y$ coupling scheme, as we increase the coupling strength, the MSF becomes zero from the positive region at $\sigma = 0.09985$ (blue color). The MSF remains zero for a wide range of coupling strength and enters into an unsynchronized region at the $\sigma$ value 1.882 (red color) which is shown in Figure 3(e). For $x-y$ coupling, the value of $\psi$ reaches zero at $\sigma = 0.0241$, and the Chialvo neurons are marginally synchronized which is marked as green color in Figure 3(b). Other coupling combinations such as $x-z$, $y-x$, $y-z$, and $z-z$ show positive MSF value ($\psi$) of the coupling parameter range from 0 to 3. Some of the coupling combinations, such as $z-x$ and $z-y$, show almost no change in the MSF as we change the coupling parameter $\sigma$. It means that the coupling parameter does not influence the stability of the synchronization manifold. All the other coupling schemes ($x-z$, $y-x$, $y-z$, and $z-z$) show no stable synchronization manifold so they belong to class $\Gamma_0$ with no finite crossing point. The dashed line shows the zero value of the MSF, which is the separation of synchronized and unsynchronized regimes.

To show the stability of the synchronization manifold of the system with various parameter regimes, we have plotted the MSF as a function of the parameter $k_1$ and coupling strength $\sigma$. The image plot shows the effect of MSF versus the parameters $k_1$ and $\sigma$ for the $x-x$ coupling scheme is presented in Figure 4. From the image plot, we have seen that the coupling strength ranges from 0 to 5, and the parameter $k_1$ ranges from 0 to 0.2, and the system remains in the unsynchronized region.
Figure 3: The response of MSF versus coupling strength $\sigma$ for different coupling schemes is discussed here. For the coupling schemes $x - x$, $x - y$, and $x - z$, the effect of MSF versus the coupling strength $\sigma$ is depicted in (a–c). Likewise, for the coupling schemes $y - x$, $y - y$, and $y - z$, $\psi$ over $\sigma$ is presented in (d–f). The outcome of $\psi$ versus $\sigma$ is shown as 2D plots (g–i) for the coupling schemes $z - x$, $z - y$, and $z - z$.

Figure 4: Image plot for the MSF analysis $\psi$ versus the system parameter $k_1$ and the coupling strength $\sigma$. 

Complexity
5. Lorenz Map

The mathematical model for a Lorenz map can be written as [46] follows:

\[
\begin{align*}
  x(k+1) &= (1 + ab)x(k) - bx(k)y(k), \\
  y(k+1) &= (1 - b)y(k) + bx(k)^2.
\end{align*}
\] (15)

The system parameters are denoted as \(a\) and \(b\). Followed by the introduction of the Lorenz map in [46], its synchronization dynamics and stability of the synchronization have not been studied in the literature. The Jacobian matrix associated with (15) can be written as follows:

\[
J = \begin{bmatrix}
  1 + ab - by(k) & -bx(k) \\
  2bx(k) & 1 - b
\end{bmatrix}.
\] (16)

We derive the error-based equation by using (15) and (16), and it takes the following form:

\[
\begin{bmatrix}
  z_1(k+1) \\
  z_2(k+1)
\end{bmatrix} = \begin{bmatrix}
  1 + ab - by(k) - \sigma & -bx(k) \\
  2bx(k) & 1 - b
\end{bmatrix} \begin{bmatrix}
  z_1(k) \\
  z_2(k)
\end{bmatrix},
\] (17)

where \(\sigma\) represents the coupling strength. The above representation is given for the \(x - x\) coupling scheme.

For the \(x - x\) coupling, initially, the MSF becomes stable at \(\sigma = 1.188\), while increasing the coupling parameter, the synchronization stability breaks, and the MSF becomes positive (synchronization manifold is unstable) at \(\sigma = 2.144\). The unstable synchronization manifold becomes stable again \(\sigma = 2.315\). However, the synchronization stability breaks again when we increase the coupling strength to \(\sigma = 2.436\).

We plotted all these transitions of MSF in Figure 5(a). As we can see that the zero crossing happens four times, it comes under the class of \(\Gamma_4\). When the MSF crosses zero for the first time at \(\sigma = 1.188\), the synchronization stays for the longer range of coupling strength up to \(\sigma\) and reaches the value \(\sigma = 2.144\). Once the MSF enters the positive region, it remains there for only a short range of \(\sigma\) value, and it approaches the negative region at \(\sigma = 2.315\). Likewise, after a short range of \(\sigma\) value, the MSF crosses zero at \(\sigma = 2.436\) and becomes unstable (positive value). Figure 5, we observed that for all other types of coupling such as \(x - y\), \(y - y\), \(y - x\), the MSF of the systems becomes unstable. The synchronization stability of the map does not occur, that is, MSF does not cross the zero value, and hence, all these coupling schemes belong to class \(\Gamma_0\) since there is no zero crossing.

To show the behavior of the MSF over a wide range of parameters, we have plotted MSF versus coupling strength \(\sigma\) and the system parameters \(a\) and \(b\) which are shown in Figure 6. Figure 6(a) depicts the MSF of the coupled map as a function of coupling strength \(\sigma\) and the system parameter \(b\) for the \(x - x\) coupling scheme. We can see an island of the regime of negative values of MSF which is marked in blue.
color, where the system has synchronization stability. The unsynchronized regimes are marked with yellow and red colors. The image plot of MSF versus the coupling strength $\sigma$ and the other system parameter $a$ for the range 0 to 1.25 is plotted in Figure 6(b). The blue, green, yellow, and green regions indicate the synchronized state whereas pink and pinkish blue indicate the unsynchronized region. The enlarged view of Figure 6(b) for the range of system parameter $a$ from 0.6 to 1.25 is shown in Figure 6(c). The plot of MSF between the parameters $\sigma$ and $a$ shows a wide range of stable synchronization manifolds.

6. Conclusion

In this study, we analyzed the stability of synchronization in discrete complex networks. Specifically, we considered three different types of discrete networks: the Hindmarsh–Rose neuron model, the Chialvo neuron model, and the Lorenz map. For the HR neuron model, we examined nine different coupling configurations to analyze the synchronization stability among the discrete neurons. Our analysis revealed that discrete HR neurons exhibited synchrony in only four coupling schemes. Similarly, for the Chialvo neuron model, we observed synchronization occurring in three specific coupling schemes. In the case of the Lorenz map, synchronization stability was found exclusively in the $x-x$ coupling scheme. We also presented image plots for all the considered discrete nonlinear models, providing a visual representation of their dynamics. Across all three maps, we observed that the $x-x$ coupling schemes demonstrated a longer range of synchronization stability compared to other coupling schemes. To investigate synchronization stability, we utilized a variety of analytical and numerical methods, including linear stability analysis and numerical simulations.
Our findings indicated that the stability of synchronization depends on several factors, such as the type of map, the strength of coupling, and the network topology. Furthermore, we discovered the existence of marginally synchronized states in networks of coupled maps. Although these states are not fully synchronized, they remain stable. These results contribute valuable insights into the stability of synchronization in networks of coupled maps. Understanding these dynamics is crucial for designing networks applicable in fields such as secure communication and distributed computing. Given the emergence of new dynamics, such as marginal synchronization and multiple zero crossings of MSF (master stability function), it would be intriguing to explore these behaviors in fractional-order discrete complex networks. In particular, investigating the impact of fractional order on synchronization stability using MSF analysis holds promise for further exploration.
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