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Tis study focuses on the protocol-based control for single-area power systems subject to actuator failures and deception attacks.
Specifcally, actuator failures, network attacks, unreliability, and bandwidth restrictions that emerge in power systems are taken
into consideration at the same time. To cut down on the number of broadcast packets, a novel memory-adaptive event-triggered
protocol is developed, where the trigger threshold parameter is adaptively changed in accordance with numerous historical
sampled signals. Ten, in virtue of the proposed algorithm, sufcient stabilization conditions are acquired to ensure the as-
ymptotically stable of power systems with H∞ performance. Finally, the efciency of the proposed control strategy is dem-
onstrated by using a simulation example.

1. Introduction

Due to its potent capacity to change the system frequency to
a predetermined value in the presence of load fuctuations,
load frequency control (LFC) has been utilized successfully
in power systems for several decades [1–3]. Modern LFC in
power systems transmits control signals and measured
values across open communication networks (OCNs) as
opposed to classic LFC, which transfers data over specialized
communication channels. As the size of the power system
grows, data transmission over a dedicated communication
channel in traditional LFC will increase maintenance costs
and reduce fexibility; hence, modern LFC with OCNs is
becoming more popular [4]. However, as OCNs are prone to
data loss, network attacks, and communication delay, data
transfer through them might present considerable difcul-
ties. Consequently, there has been a lot of interest in the
study and development of LFC schemes for power systems
with OCNs (see, for more details, [5–7]).

Actuators are crucial components of networked control
systems, and it is a common phenomenon that a variety of
malfunctions occur, which may afect the system perfor-
mance [8]. In this regard, for the purpose of guaranteeing the

desired performance, a seemingly natural ideal is to in-
troduce reliable control schemes. As discussed in [9],
benefting from the reliable control schemes, actuator fail-
ures can be compensated and avoided. As a consequence,
a lot of focus has been placed on the research of actuator
failures in an efort to address these shortcomings and boost
dependability, and several fndings have been published
[10, 11]. Te fnite-time tracking control problem for
nonlinear systems with faults has been studied in [10].
Besides, the fault-tolerant control problem for multiagent
systems subject to DoS attacks has been exploited in [11].
However, reliable control schemes have not gained sufcient
interest in power systems probably due to dynamic com-
plexities including unknown perturbations. To date, despite
considerable accomplishments, power systems subject to
reliable control schemes are still in their infancies, which
remain the frst motivation for this study.

It is essential to mention that communication networks
are large-scale and decentralized and that the links between
each part of a networked power system might make them
vulnerable to cyberattacks [12]. According to [13], cyber-
attacks can have signifcant negative efects on system
performance, such as information leaks, system failures, and
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fnancial losses. Additionally, control methods might be
used as a compensating strategy since cyber security ap-
proaches are insufcient to secure power systems [14].
Among some control methods, denial-of-service (DoS) at-
tacks and deception attacks have generated a lot of research
attention [11, 15–18]. Some common concepts or solutions
have been carried out for DoS attacks. From the point of
adversary, DoS attacks have been described by stochastic
models, i.e., the Bernoulli method [19] and Markov method
[20]. Additionally, from the standpoint of the attacker,
deception attack can alter data to compromise its integrity,
and the time-varying attack behavior cannot be detected
[21]. As a result, the study of deception attacks becomes
more challenging ([14, 18, 22]). Following this trend,
a seemingly natural research topic is established for security
control of networked power systems, which gives rise to
deception attacks.

In light of the limited communication capacity, a range
of networked phenomena emerged. In response to com-
munication networks with constrained network resources,
two transmission strategies are most adopted: the time-
triggered protocol [23–25] and the event-triggered pro-
tocol [26, 27]. Note that conventional TTPs may result in
wasted network resources; the event-triggered protocol has
been developed in recent years to address these issues.
Because trigger conditions are carried out after the event as
opposed to before it, ETPs typically use fewer system re-
sources than TTP. In general, the existing ETPs can be
classifed into static event-triggered protocols (SETPs)
[15, 28], dynamic event-triggered protocols (DETPs)
[29–31], and adaptive event-triggered protocols (AETPs)
[32, 33]. For AETPs, threshold functions, based on the
evolution of system states, are updated adaptively. Although
there are several AETPs with dynamically changed threshold
functions, there is still signifcant potential for development.
For instance, in [32, 33], the threshold function is built using
a quantitative relationship with the error between the latest
transmitted data and the currently sampled data. Inspired by
the work of the authors of [34], the aforementioned ap-
proach can be improved by containing the historically
transmitted packets in the threshold function. Furthermore,
memory-based AETPs have not gained proper research
interest in power systems, which prompts us to the
current study.

In light of the description above, this study examines the
based-protocol LFC problem for single-area power systems
(SAPSs) that are vulnerable to deception attacks and actu-
ator failures.Te following is a summary of our paper’s main
points: (1) A memory-adaptive event-triggered protocol
(MAETP) is presented for operating SAPSs across com-
munication networks with constrained bandwidth. Mean-
while, the MAETP accomplishes the goal of memory by
dynamically altering the adaptive parameters using histor-
ical trigger data while preserving the intended control
performance. (2) Te proposed SAPS results account for
a common framework together with the efects of deception
attacks, actuator faults, and memory-based event-triggered

protocols. (3) For the established power system model,
according to the Lyapunov stability method, the asymptotic
stability (AS) with preset performance is ensured.

2. Problem Formulations

2.1. System Model. Troughout the study, the dynamic
model of a single-area power system is described as follows
[35]:

_􏽥x(t) � 􏽥A􏽥x(t) + 􏽥Bu
F
(t) + 􏽥Hv(t), 􏽥y(t) � 􏽥C􏽥x(t),􏽮 (1)
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,

􏽥C � β 0 0􏼂 􏼃.

(2)

Table 1 provides a list of parameters’ physical meanings.
Note that, for a single-area power system without power

exchange, the ACE signal is written as ACE � β∆f, where β
is frequency bias. In actual fact, actuator failures cannot be
ignored, so the failure model between the controller and the
actuator is represented as follows:

u
F
(t) � ρu(t), (3)

where ρ � diag ρ1, ρ2, · · · , ρnu
􏽮 􏽯 and 0≤ ϱ

m

≤ ϱm ≤ ϱm ≤ 1

(m � 1, 2, · · · , nu), in which ρm is unknown, and we assume
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that ϱ
m

and ϱm are known. We defne

ϱ � min ϱ
m

, m � 1, 2, · · · , nu􏼨 􏼩 and ϱ � max ϱm, m � 1, 2,􏼈

· · · , nu}.
As a consequence, a PI controller is inferred as

u(t) � −KPACE − KI􏽚 ACE. (4)

Furthermore, we defne state vectors as
x(t) � ∆f ∆Pv ∆Pm 􏽒 ACE􏽨 􏽩

⊤
and measured output as

y(t) � [ACE􏽒 ACE]; the dynamic model of the single-area
power system is redescribed as

_x(t) � Ax(t) + Bρu(t) + Hv(t),

y(t) � Cx(t),
􏼨 (5)
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Table 1: Te physical meaning of parameters.

Parameters Physical meaning
∆f Te deviation of frequency
∆Pm Te deviation of governor mechanical output increment
∆Pv Te valve position deviation
∆Pd Load disturbance
ACE Area control error
D Governor damping coefcient
M Rotational inertia
Tt Turbine time constant
Tg Governor time constant
R Droop property
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2.2. Memory-Adaptive Event-Triggered Protocol. By using
some historical data, a sampling-based MAETP is proposed
in [34]:

tk+1h � tkh + inf
l∈N+

lh e
⊤

(t)Ωe(t)
􏼌􏼌􏼌􏼌 − σ(t)y

⊤
tkh( 􏼁Ωy tkh( 􏼁≥ 0􏽮 􏽯,

(7)

and e(t) � y(tkh + lh) − y(tkh). h, kh, and tkh describe the
sampling interval, instant, and latest broadcast instant, re-
spectively. Te matrix Ω> 0. Meanwhile,
tkh, k ∈ N+􏼈 􏼉⊆ kh, k ∈ N+{ }. In the sequel, the adaptive pa-
rameter σ(t) yields

σ(t) � σ + σ − σ􏼒 􏼓e

− ϵ y tkh+lh( )−
1
S

􏽘

S

s�1
y tk−sh( 􏼁

���������

���������

2

,
(8)

where σ and σ indicate two bounds of the adaptive threshold
parameters, ϵ> 0, and S is the number of recent released
packets.

Remark 1. Note that the adaptive threshold function of
MAETP (7) taken into consideration in this study, which
substitutes the latest trigger sample with the arithmetic mean
ofS historically trigger data, can lessen the sensitivity of σ(t)

to the most latest transmitted data y(tkh). As in [18], the
proposed controller gain number is S, which increases the
computing cost if the amount of historical data is too large.
To avoid this situation, the MAETM proposed in this re-
search adds the memory feature to the adaptive rule.

Remark 2. In addition to providing fexibility in modifying
the trigger threshold, the MAETP (7) also improves control
performance. Nevertheless, the MAETP (5) provided in this
research is more inclusive and covers the majority of the
current protocols. When S � 1, MAETPs (7) reduce to
AETPs [32]. WhenS � 1 and σ(t) is a constant, the MAETP
(7) degenerates to SETPs [15]. Following this fact, the

designed DMETP is more appropriate than the current
SETP/AETP to describe the actual scenario.

Considering the delay in transmitting data, we defne the
transmission interval as ⋃n

l�0Il � [tkh + dk, tk+1h + dk+1],
and one gets Il � [tkh + lh + dk+l, tk+1h + lh + h + dk+l+1]

and (l � 0, 1, · · · , n, n � tk+1 − tk − 1). We set
d(t) � t − tkh − lh, which yields

0≤d(t)≤ h + d≜ dM, (9)

where d is the upper bound of dk􏼈 􏼉.
Summarizing the aforementioned analysis, we let

K � −KP −KI􏼂 􏼃. Under the MAETP, the PI controller is
rewritten as

u(t) � Ky tkh( 􏼁. (10)

As a follow-up, themeasurement output is assumed to be
attacked by random deception attacks. In this regard, the
load frequency controller is remodelled as

u(t) � (1 − α(t))Ky tkh( 􏼁 + α(t)Kf tkh( 􏼁, (11)

where the nonlinear function f(tkh) indicates the deception
signal. α(t) ∈ 0, 1{ } is a Bernoulli random variable, from
which one has

Pr α(t) � 1{ } � E α(t){ }

� α,

Pr α(t) � 0{ } � 1 − α.

(12)

Assumption 1 (see [15]). It is assumed that the nonlinear
function can be characterized by the following condition:

‖f(y(t))‖≤ ‖F(y(t))‖, (13)

where F is a known matrix.
Substituting (11) into (5), the closed-loop power system

can be established as

_x(t) � Ax(t) + ρ(1 − α(t))BK(Cx(t − d(t)) − e(t)) + ρα(t)BKf y tkh( 􏼁( 􏼁 + Hv(t),

y(t) � Cx(t).
􏼨 (14)

In order to solve static output-feedback control ques-
tions, we let B � B B􏼂 􏼃, in which B has 4 − p [36]. Ten,

we introduce a new variable χ(t) � (􏽢B)− 1x(t); system (15) is
reformulated as

_χ(t) � Aχ(t) + ρ(1 − α(t))K(Cχ(t − d(t)) − e(t)) + ρα(t)Kf y tkh( 􏼁( 􏼁 + Hv(t),

y(t) � Cχ(t),
􏼨 (15)

where A � (B)− 1AB, K � [K⊤0]⊤, C � CB, and
H � B− 1H.

Te goal of this paper is to construct the controller (11)
in such a way that it satisfes asymptotically stable subjects to
preset performance for the closed-loop power system (16)

under MAETPs (7). In particular, the following re-
quirements are met:

1) Te closed-loop power system (16) with v(t) � 0
is AS.
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2) Under zero initial conditions, it holds that
E 􏽒
∞
0 ‖y(t)‖2dt􏽮 􏽯< c2E 􏽒

∞
0 ‖v(t)‖2dt􏽮 􏽯 for all v(t)≠ 0

and prescribed c> 0.

Lemma 1 (see [37]). For any matrices R ∈ Rn×n and

U ∈ Rn×n, we satisfy R ∗
U R

􏼢 􏼣> 0, d(t) ∈ [0, dM], with

dM ≥ 0, and the vector function _x: [0, dM]⟶ Rn; the fol-
lowing condition holds

−dM 􏽚
t

t−dM
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⊤

(s)R _x(s)ds≤ − ζ⊤(t)Λζ(t), (16)
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3. Main Results

Theorem 1. For given scalars dM ≥ 0, σ∈ (0, 1), ι> 0, ϵ> 0, ρ,
and ρ ∈ [0, 1], the closed-loop power system (16) is AS in the
sense of the H∞ performance index c if there exist matrices
P> 0, Q> 0, R> 0, and Ω> 0 and matrices U and M such
that
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∗ (�σ − 1)Ω 0
∗ ∗ −�αI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Υ11 � He MA{ } + Q − R,

Υ12 � ρ(1 − α)MKC − U
⊤

+ R,

Υ14 � P − M
⊤

+ ιA⊤M⊤.

(19)

Proof. Considering the following Lyapunov function,

V(t) � 􏽘
3

l�1
Vl(t), (20)

where

V1(t) � χ⊤(t)Pχ(t),

V2(t) � 􏽚
t

t−dM

χ⊤(s)Qχ(s)ds,

� dM 􏽚
0

−dM

􏽚
t

t+s
_χ⊤(v)R _χ(v)dv ds.

(21)

Taking the derivative of V(t), one has

LV1(t) � 2 _χ⊤(t)Pχ(t),

LV2(t) � χ⊤(t)Qχ(t) − χ⊤ t − dM( 􏼁Qχ t − dM( 􏼁,

LV3(t) � d
2
M _χ⊤(t)R _χ(t) − dM 􏽚

t

t−dM

_χ⊤(s)R _χ(s)ds.

(22)

Based on Lemma 1, it follows

−dM 􏽚
t

t−dM

_χ⊤(s)R _χ(s)ds≤ − ζ⊤(t)Rζ(t), (23)
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where

R �

R ∗ ∗

U − R 2R − He U{ } ∗

−U U − R R

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

ζ(t) �

χ(t)

χ(t − d(t))

χ t − dM( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(24)

Reviewing the established MAETP in (7), it holds that

0< σ(t)y
⊤

tkh( 􏼁Ωy tkh( 􏼁 − e
⊤

(t)Ωe(t),

< σy
⊤

tkh( 􏼁Ωy tkh( 􏼁 − e
⊤

(t)Ωe(t).
(25)

Recalling (15), for any proper matrix Z, it holds that

0 � 2 χ⊤(t)M + ι _χ⊤(t)M􏽨 􏽩 × − _x(t) + Aχ(t) +(1 − α(t))K(Cχ(t − d(t)) − e(t)) + α(t)Kf y tkh( 􏼁( 􏼁 + Hv(t)􏼂 􏼃. (26)

Ten, based on Assumption 1, one has

α f
⊤

y tkh( 􏼁( 􏼁f y tkh( 􏼁( 􏼁 − y
⊤

tkh( 􏼁F
⊤
Fy tkh( 􏼁􏽨 􏽩≤ 0.

(27)

Taking (20)–(27) into account, we have that

LV(t)≤ ζ⊤(t)􏽥Ξζ(t) − y
⊤

(t)y(t) + c
2ω⊤(t)v(t), (28)

where ζ⊤(t) � [χ⊤(t)χ⊤(t − d(t))χ⊤ (t − dM) _χ⊤(t)e⊤(t)f⊤

(y(tkh))ω⊤(t)], 􏽥Ξ �
Ξ1 + (1/α)Ξ3Ξ3,⊤

+ Ξ4Ξ4,⊤ Ξ2

∗ −c
2
I

􏼢 􏼣.

Applying the Schur complement to (19), one has

LV(t) +‖y(t)‖
2

− c
2
‖v(t)‖

2 ≤ 0. (29)

Integrating (29) from t � 0 to ∞ yields

V(∞) − V(0) + E 􏽚
∞

0
‖y(t)‖

2
− c

2
‖v(t)‖

2
􏼐 􏼑dt􏼚 􏼛≤ 0.

(30)

Under zero initial conditions, the following inequality
holds:

E 􏽚
∞

0
‖y(t)‖

2
− c

2
‖v(t)‖

2
􏼐 􏼑dt􏼚 􏼛≤ 0. (31)

Furthermore, we get E 􏽒
∞
0 ‖y(t)‖2dt􏽮 􏽯≤

c2E 􏽒
∞
0 ‖v(t)‖2dt􏽮 􏽯. When ω(t) � 0, we can deduce the

closed loop power system (16) AS by applying condition
(19). Tis ends the proof.

Next, Teorem 2 presents essential conditions for de-
signing the controller gain based on the conclusion of
Teorem 1. □

Theorem  . For given scalars dM ≥ 0, σ∈ (0, 1), ι> 0, ϵ> 0, ρ,
and ρ ∈ [0, 1], the closed-loop power system (16) is AS in the
sense of the H∞ performance index c if there exist matrices
P> 0, Q> 0, R> 0, and Ω> 0 and matrices U and Z with
compatible dimensions such that (18) holds and

Ξ1 Ξ2 Ξ3 Ξ4

∗ −c
2
I 0 0

∗ ∗ −αI 0

∗ ∗ ∗ −I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (32)

where

Ξ1 �
Ξ1,1 Ξ1,2

∗ Ξ2,2􏼢 􏼣,

Ξ1,1
�

Υ11 Υ12 U
⊤

∗ −2R + U
⊤

+ U + σC⊤ΩC U
⊤

− R

∗ ∗ −R − Q

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Ξ1,2
�

Υ14− ρ(1 − α)YK ραYK

ιρ(1 − α)(YKC)
⊤

−σC⊤Ω 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ξ2,2
�

d
2
MR − He ιM{ }− ι ρ(1 − α)YK ιραYK

∗ (σ − 1)Ω 0
∗ ∗ −αI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Υ12 � ρ(1 − α)YKC − U
⊤

+ R,

Y � diag Ip, 0􏽮 􏽯.

(33)
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Furthermore, the gains can be computed as

K � M
− 1
YK. (34)

Proof. Let YK � MK, and it is clear that

K � M
− 1
YK

�
M

−1
1 0

0 M
−1
2

⎡⎢⎣ ⎤⎥⎦
Ip 0

0 0
􏼢 􏼣K,

(35)

where M is a diagonal matrix. On account of the Schur
complement, (32) is ensured in virtue of (16). □

4. Numerical Examples

Tis section exhibits a simulation example in order to
evaluate the efectiveness of the given methodology, Figure 1
describes dynamic modes of the single-area power system.
Note that the parameters are explained in Table 2 [35], and
the matrix B is presupposed to be
B � 0 0 1 ; 1 0 0 ; 0 1 0 ; 0 1 0􏼂 􏼃.

We set the deception attack as f(y(t)) � −tanh(Fy(t)),
whichF � diag 0.1, 0.1{ }. Te actuator failure is supposed to
be ρ ∈ [0.8, 0.9] with ρ � 0.8 and ρ � 0.9. Other parameters
are chosen as S � 3, α � 0.2, σ � 0.1, σ � 0.015, ϵ � 2,
ι � 0.1, dM � 0.05, and the sampling period h � 0.02.

In light of Teorem 2, the controller gain and the event-
triggered matrix can be calculated:

K � 1.8220 −1.0658􏼂 􏼃,

Ω �
13.9953 −0.9412

−0.9412 8.7407
􏼢 􏼣.

(36)

Specifcally, we select the load disturbance as

ω(t) �
0.05 sin(t), if   t ∈ [0, 8],

0, if   t ∈ [8,∞],
􏼨 (37)

and the initial value is set as χ0 � [−0.9 − 0.1 − 0.01 − 0.01]⊤.
Te numerical simulations of the system (16) are pre-

sented in Figures 2–6 using the aforementioned parameters

and assumptions. Figures 2 and 3 depict the control input
u(t) and the trend of the adaptive parameter (t). Figure 4
illustrates the deception attacks signals α(t) with the ex-
pectation α � 0.2. Additionally, to demonstrate the superi-
ority of the proposed MAETP, we compared it with the
METP of literature [18], as shown in Figures 5–7, where
Figures 5 and 8 depict the power system state trajectory
curves under diferent ETPs, respectively, and Figures 6 and

ACE Event
generator

β Deception attacks

Network

Controller Governor Governor

–KP –
KI

s
1 11

1+ sTg 1+ sTt D+sM

1
R

ΔPd

ΔPm

ΔPv

Turbine

Δf

+ +
+

Figure 1: Dynamic mode of the single-area power system under deception attacks.

Table 2: Parameters of the power system.
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Figure 2: Te control input u(t).
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Figure 3: Te evolution of the adaptive parameter σ(t).
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7 correspond to their triggering instants. In Figures 5 and 8,
it can be seen that the system curve takes less time to reach
stability with the proposed MAETP. Furthermore, 108
packets have been transmitted under METS, while 68
packets have been transmitted under MAETS. Terefore, by
comparison, it can be found that the proposed MAETP not
only achieves good control performance but also saves
transmission resources to a certain extent.

5. Conclusions

In this paper, a protocol-based LFC issue for SAPSs has been
discussed. In light of the network’s actual state, the net-
worked power system is expanded to include actuator
failures and deception attacks. Furthermore, by adaptively
modifying the trigger thresholds based on historical sample
data, MAETPs are developed to conserve network resources.
By using Lyapunov function theory, sufcient criteria have

0

0.5

1

1.5

2

2.5

3

3.5

Th
e t

rig
ge

re
d 

in
te

rv
al

s

5 10 15 250 20
Time (s)

Figure 6: Te triggering instants for MAETP.
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Figure 4: α(t) of deception attacks with α � 0.2.

5 10 15 20 250
Time (s)

-2

-1.5

-1

-0.5

0

0.5

1

St
at

e R
es

po
ns

es

χ1 (t)
χ2 (t)

χ3 (t)
χ4 (t)

Figure 5: Te state trajectories χ(t) for MAETP.
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been forwarded to guarantee the AS of SAPSs. In the end, an
example has been applied to demonstrate the viability of the
presented control scheme.

Data Availability
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