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In this paper, a class of integrodiferential equations with the Caputo fractal-fractional derivative is considered.We study the exact
and numerical solutions of the said problem with a fractal-fractional diferential operator.Te abovementioned operator is arising
widely in the mathematical modeling of various physical and biological problems. In our scheme, frst, the integrodiferential
equation with the fractal-fractional diferential operator is converted to an integrodiferential equation with the Rie-
mann–Liouville diferential operator. Additionally, the obtained integrodiferential equation is then converted to the equivalent
integrodiferential equation involving the Caputo diferential operator. Ten, we convert the integrodiferential equation under
the Caputo diferential operator using the Laplace transform to an algebraic equation in the Laplace space. Finally, we convert the
obtained solution from the Laplace space into the real domain. Moreover, we utilize two techniques which include analytic
inversion and numerical inversion. For numerical inversion of the Laplace transforms, we have to evaluate fvemethods. Extensive
results are presented. Furthermore, for numerical illustration of the abovementioned methods, we consider three problems to
demonstrate our results.

1. Introduction

Fractional calculus (FC) is considered as the generalization
of classical calculus. Te origin of FC can be traced back to
the end of the seventeenth century, the time when Newton
and Lebiniz developed the foundation of diferential and
integral calculus. We can say that the integer order calculus
describes the local dynamics, while FC describes the global
dynamics of a physical system. In FC, the major fractional
diferential and integral operators are the Riemann–Liouville
(RL), the Caputo, the Caputo–Fabrizio (CF), and the
Atangana–Baleanu (AB) fractional operator. Te diference
between these operators is their kernel [1]. Te Caputo’s
fractional operator is based on the power law, the CF op-
erator is based on the exponential decay law, and the AB

operator is based on the Mittag–Lifer law. Mathematicians
commonly utilize the RL derivative; however, this approach
is unsuitable for real world physical problems. Fractional
diferentiation and integration are understood in Caputo’s
sense because of its applicability to real world physical
problems. FC is an emerging feld in mathematics with deep
application in all related felds of science and engineering
[2, 3]. Te research community use fractional calculus to
obtain important results and generalizations from modeling
of complex systems. Tese complex systems are character-
ized by interactions between their components. Some
complex systems and processes can show a behavior that is
afected by the characteristics of a medium where the
processes evolve. Te classical models of such processes that
are formulated with the linear ordinary or partial diferential
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equations or integrodiferential equations often do not
provide a good enough description of this kind of dynamics.
Terefore, fractional order operators have been used to
sufciently describe such processes [4]. FC is applied in an
increasing number of felds, namely, in the area of elec-
tromagnetism [5], control engineering and signal processing
[6], viscoelasicity [7], electrochemistry [8], biological pop-
ulation model [9], and optics [10]. Te discipline of
mathematical psychology, where fractional order systems
could be applied to model human behavior, is an entirely
separate and quite unique application feld. To put it another
way, humans have memories, and fractional operators are an
excellent tool for modeling memory-related phenomena.
Besides this, the fractional diferential equation can help us
to reduce the errors arising from the neglected parameters in
molding real life phenomena.

Due to a wide range of applications equation with dif-
ferential and integral operators, fractional orders have been
studied extensively by the research community. For ex-
ample, in [11], the authors have studied the analytic solu-
tions of fractional order diferential equations (FODEs)
using the homotopy analysis method. Gill et al. [12] obtained
the analytic solution of FODE associated with RLC circuit
using Sumudu transform. In [13], the authors studied the
analytic solutions of FODEs using the homotopy analysis
method. Ismail et al. [14] utilized the natural transform
method for the analytic solutions of FODE of the oscillator
in a resisting medium. Senol [15] has utilized the new ex-
tended direct algebraic method for the new exact wave
solutions of the symmetric regularized-long-wave equation
with the conformable fractional derivative. Malesza et al.
[16] studied the analytical solution of FODEs. In [17], the
authors have implemented the invariant subspace method
for obtaining the solutions of FODEs. Other efcient work
on the solution of FODEs can be found in [18–22] and
references therein.

A large number of valuable works on the existence and
uniqueness results for the solutions of FODEs are available.
For example, in [23], the authors have discussed the exis-
tence and uniqueness of the solutions of FODEs. Liu et al.
[24] have studied the existence and uniqueness of FODE
with nonlinear boundary conditions. In [25], the author has
studied the existence of solutions of ordinary and delay
FODEs. Te authors of [26] studied the existence and
uniqueness for the solutions of fractional order inte-
grodiferential equations in the Banach space. In [27], the
authors studied the existence and uniqueness for the solu-
tions of fractional order Volterra–Fredholm

integrodiferential equations. Other valuable works on the
existence and uniqueness of fractional order integrodifer-
ential equations can be found in [28] and references therein.

However, in many situations, the analytic solution be-
comes hard to compute; therefore, we need to use numerical
techniques for obtaining the solutions of FODEs. In the
literature, a large number of numerical techniques are
proposed for solving FODEs. For example, in [29], the
authors have studied the numerical solution of FODEs using
the generalized block pulse operational matrix. Esmaeili
et al. [30] studied the numerical solutions of FODEs using
a collocation method based on Müntz polynomials. Zabidi
et al. [31] have proposed an Adams-type multistep method
for the numerical solution of FODEs. In [32], the authors
studied the numerical solution of FODEs using the Hada-
mard derivative and integral. In [33], the authors studied the
numerical solution of fractional order Fredholm inte-
grodiferential equations with the Atangana–Baleanu de-
rivative. Te authors of [34] studied the numerical solution
of fractional order Volterra integrodiferential equations
with the Atangana–Baleanu derivative using the Laplace
transform and the contour integration method. Other ef-
cient methods on the numerical study of fractional order
integrodiferential equations can be found in [35] and ref-
erences therein.

Recently, a new concept of diferentiation and in-
tegration was suggested where the operator has two orders;
the frst is the fractional order and the second is fractal
dimension such the operator is called the fractal-fractional
operator [36]. Tis new concept can be used in many sit-
uations to solve complex problems. Tis concept of fractal-
fractional derivative is better than the classical one and
fractional derivatives as well. It is because working with
fractal-fractional derivatives allows us to explore both the
fractional operator and fractal dimension at the same time.
Fractal-fractional diferential equations are very important
topics nowadays. Some important works on the study of
diferential and integrodiferential equations involving
fractal-fractional operators can be found in [37–42]. In this
work, a new class of integrodiferential equations with the
Caputo fractal-fractional derivative operator is introduced.
Te exact solutions of these equations are derived using the
method proposed in [37]. We also investigate the proposed
integrodiferential equations numerically and compare the
exact solutions with the numerical solutions. We consider
integrodiferential equations with the fractal-fractional de-
rivative of the following form:

FFP

0
Dσ,ς

τ Y(τ) + 􏽚
τ

0
g(τ − ])Y(])dτ � h(τ), for τ > 0,Y(0) � Y0, 0< σ, ς≤ 1. (1)

Integrodiferential equations have been studied very well
under the usual derivative or famous Caputo’s fractional
order operators, but the aforementioned problems have not

been considered under the concept of fractal-fractional
diferential operators since fractal-fractional diferential
operators describe the complex and irregular shaped
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geometry of phenomenon more brilliantly. Terefore, it is
needed to investigate a class of integrodiferential equations
under the fractal-fractional concept. Also, we need to de-
velop some updated techniques to compute their analytical
or numerical solution.

Te rest of the paper is organized as follows: in Section
1.1, some basic defnitions from fractional calculus are given.
In Section 2, the methodology of the proposed numerical
scheme is described. In Section 3, the numerical examples
are given. In Section 4, some conclusions are drawn.

1.1. Preliminaries. Some basic defnitions which will help us
to solve fractal-fractional integrodiferential equations are as
follow.

Defnition 1. Te Riemann–Liouville (RL) fractional de-
rivative of the fractional order 0 < σ ≤ 1 is defned as follows
[37]:

RL

0
D

σ

τ

Y(τ) �
1
Γ(1 − σ)

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ. (2)

Defnition 2. Te Caputo’s derivative of the fractional order
0 < σ ≤ 1 is defned as follows [37]:

C

0
D

σ
τY(τ) �

1
Γ(1 − σ)

􏽚
τ

0

dY(μ)

dμ
(τ − μ)

− σdμ. (3)

Defnition 3. LetY(τ) be a continuous function on (a, b), if
Y(τ) is fractal diferentiable function on (a, b) with order ς,
then the fractal-fractional derivative ofY(τ) of order σ with
power kernel in RL sense is given as follows [37]:

FFP

a

D
σ,ς
τ Y(τ) �

1
Γ(1 − σ)

d

dτς
􏽚
τ

a
Y(μ)(τ − μ)

− σ
dμ,

0< σ, ς≤ 1,

(4)

where

dY(μ)

dμς
� lim

t⟶ μ

Y(τ) − Y(μ)

τς − μς
. (5)

Defnition 4. A two-parameter Mittag–Lefer (ML) func-
tion is defned as follows [43]:

Eα,μ(τ) � 􏽘
∞

k�0

τk

Γ(kα + μ)
. (6)

Defnition 5. Te Laplace transform of a function
Y(τ), τ ≥ 0 is denoted by L Y(τ)􏼈 􏼉 or 􏽢Y(s) and is defned
as follows [37]:

L Y(τ)􏼈 􏼉 � 􏽢Y(s) � 􏽚
∞

0
e

− sτ
Y(τ)dτ. (7)

Te Laplace transform of the ML function is given by
[37]

L τμ− 1
Eα,μ − δτα( 􏼁􏽮 􏽯 �

s
α− μ

s
α

+ δ
. (8)

Te Laplace transform of Caputo’s derivative c

0D
α

t

Y(τ)

is defned as follows [37]:

L
c

0
D

σ
t Y(τ)􏼨 􏼩 � s

σ 􏽢Y(s) − s
σ− 1

Y(0). (9)

For the existence and uniqueness of the solution of the
fractal-fractional integrodiferential equation defned in
equation (1), the following theorem will be needed.

Theorem 6 (see [38]). If g and h are continuous in 0< τ <∞
and − ∞<Y(τ)<∞ and if in addition, g and h are Lip-
schitz, then equation (1) has a solution.

2. Methodology

In this section, we describe the method for obtaining the
solution of fractal-fractional integrodiferential equations.
Let us consider a linear fractal-fractional integrodiferential
equation with a power law kernel as follows:

FFP

0
D

σ,ς

τ
Y(τ) + 􏽚

τ

0
g(τ − ])Y(])dτ

� h(τ), for τ > 0,Y(0) � Y0, 0< σ, ς≤ 1,

(10)

and using the defnition of the RL fractal-fractional de-
rivative, we have

1
Γ(1 − σ)

d

dτς
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ + 􏽚
τ

0
g(τ − ])Y(])d] � h(τ), (11)

1
Γ(1 − σ)

1
ςτς− 1

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ + 􏽚
τ

0
g(τ − ])Y(])d] � h(τ), (12)
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1
Γ(1 − σ)

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � ςτς− 1
h(τ) − ςτς− 1

􏽚
τ

0
g(τ − ])Y(])d], (13)

then we have

RL

0
D

σ
τY(τ) � ςτς− 1

h(τ) − ςτς− 1
􏽚
τ

0
g(τ − ])Y(])d],

(14)

and using the relation between RL and Caputo’s derivative,
we get

c

0
D

σ
τY(τ) � ςτς− 1

h(τ) − ςτς− 1
􏽚
τ

0
g(τ − ])Y(])d]

−
Y0

Γ(1 − σ)
τ− σ

.

(15)

Now, applying the Laplace transform on both sides, we
have

s
σ 􏽢Y(s) − s

σ− 1
Y0 � 􏽢H(s) −

Y0s
σ− 1Γ(1 − σ)

Γ(1 − σ)
, (16)

where

􏽢H(s) � L ςτς− 1
h(τ) − ςτς− 1

􏽚
τ

0
g(τ − ])Y(])d]􏼚 􏼛. (17)

Simplifying (16), we get

􏽢Y(s) �
􏽢H(s)

s
σ , (18)

and taking the inverse Laplace transform of (18) will give us
our desired solution Y(τ) as follows:

Y(τ) �
1
2πi

􏽚
ρ+i∞

ρ− i∞
e

sτ 􏽢Y(s)ds

�
1
2πi

􏽚
Γ
e

sτ 􏽢Y(s)ds,Real(ρ)> ρ0.

(19)

In this article, our aim is to evaluate the integral defned
in equation (19), and for this purpose, we propose two types
of approaches: (i) the analytic approach and (ii) the nu-
merical approach.

2.1. Analytic Inversion of the Laplace Transform. In this
section, we investigate the solutions of diferent fractal-
fractional integrodiferential equations of the fractional
order σ in RL sense with power law kernel using the method
proposed in [37]. We investigate our method for three
diferent problems of the fractal-fractional order.

2.1.1. Problem 1

FFP

0
D

σ,ς
τ Y(τ) � τ − τ1− ς

􏽚
τ

0
(τ − ])Y(])d]. (20)

Using the defnition of the RL fractal-fractional de-
rivative, we have

1
Γ(1 − σ)

d

dτς
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � τ − τ1− ς
􏽚
τ

0
Y(])(τ − ])d], (21)

1
Γ(1 − σ)

1
ςτς− 1

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � τ − τ1− ς
􏽚
τ

0
Y(])(τ − ])d], (22)

1
Γ(1 − σ)

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � ςτς− 1 τ − τ1− ς
􏽚
τ

0
Y(])(τ − ])d]􏼔 􏼕, (23)

RL

0
D

σ

τ
Y(τ) � ςτς − ς􏽚

τ

0
Y(])(τ − ])d], (24)

and using the relation between RL and Caputo’s derivative,
we get
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c

0
D

σ
τY(τ) � ςτς − ς􏽚

τ

0
Y(τ)(τ − ])d] −

Y(0)

Γ(1 − σ)
τ− σ

.

(25)

Taking the Laplace transform on both sides of equation
(25), we get

s
σ 􏽢Y(s) − Y(0)s

σ− 1
� ς
Γ(1 + ς)

s
ς+1 − ς

􏽢Y(s)

s
2 −

Y(0)s
σ− 1Γ(1 − σ)

Γ(1 − σ)
, (26)

s
σ 􏽢Y(s) � s

− ς− 1ςΓ(1 + ς) − ς
􏽢Y(s)

s
2 , (27)

􏽢Y(s) � ςΓ(1 + ς)
s

− ς+1

s
σ+2

+ ς
􏼢 􏼣, (28)

and taking the inverse Laplace transform, we obtain the
exact solution as follows:

Y(τ) � ςΓ(1 + ς)τσ+ς
Eσ+2,σ+ς+1 − ςτσ+2

􏼐 􏼑. (29)

2.1.2. Problem 2

FFP

0
D

σ,ς
τ Y(τ) � τ2 − τ1− ς

􏽚
τ

0
(τ − ])

2
Y(])d]. (30)

Using the defnition of RL fractal-fractional derivative,
we have

1
Γ(1 − σ)

d

dτς
􏽚
τ

0
Y(μ)(τ − μ)

− σdy � τ2 − τ1− ς
􏽚
τ

0
(τ − ])

2
Y(])d], (31)

1
Γ(1 − σ)

1
ςτς− 1

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � τ2 − τ1− ς
􏽚
τ

0
(τ − ])

2
Y(])d], (32)

1
Γ(1 − σ)

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � ςτς− 1 τ2 − τ1− ς
􏽚
τ

0
(τ − ])

2
Y(])d]􏼔 􏼕, (33)

RL

0
D

σ
τY(τ) � ςτς+1 − ς􏽚

τ

0
(τ − ])

2
Y(])d], (34)

and using the relation between RL and Caputo’s derivative,
we get
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c

0
D

σ
τY(τ) � ςτς − ς􏽚

τ

0
Y(μ)(τ − ])d] −

Y(0)

Γ(1 − σ)
τ− σ

.

(35)

Taking the Laplace transform on both sides of equation
(45), we get

s
σ 􏽢Y(s) − Y(0)s

σ− 1
� ς
Γ(2 + ς)

s
ς+2 − 2ς

􏽢Y(s)

s
3 −

Y(0)s
σ− 1Γ(1 − σ)

Γ(1 − σ)
, (36)

s
σ 􏽢Y(s) � s

− ς− 2ςΓ(2 + ς) − 2ς
􏽢Y(s)

s
3 , (37)

􏽢Y(s) � ςΓ(2 + ς)
s

− ς+1

s
σ+3

+ 2ς
􏼢 􏼣. (38)

Taking the inverse Laplace transform, we get the exact
solution as follows:

Y(τ) � ςΓ(2 + ς)τσ+ς+1
Eσ+3,σ+ς+2 − 2ςτσ+3

􏼐 􏼑. (39)

2.1.3. Problem 3.

FFP

0
D

σ,ς

τ
Y(τ) � τ3 − τ1− ς

􏽚
τ

0
(τ − ])

3
Y(])d]. (40)

Using the defnition of RL fractal-fractional derivative,
we have

1
Γ(1 − σ)

d

dτς
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � τ3 − τ1− ς
􏽚
τ

0
(τ − ])

3
Y(])d], (41)

1
Γ(1 − σ)

1
ςτς− 1

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � τ3 − τ1− ς
􏽚
τ

0
(τ − ])

3
Y(])d], (42)

1
Γ(1 − σ)

d

dτ
􏽚
τ

0
Y(μ)(τ − μ)

− σdμ � ςτς− 1 τ3 − τ1− ς
􏽚
τ

0
(τ − ])

3
Y(])d]􏼔 􏼕, (43)

RL

0
D

σ

τ
Y(τ) � ςτς+2 − ς􏽚

τ

0
(τ − ])

3
Y(])d], (44)

and using the relation between RL and Caputo’s derivative,
we get

c

0
D

σ

τ

Y(τ) � ςτς+2 − ς􏽚
τ

0
(τ − ])

3
Y(])d] −

Y(0)

Γ(1 − σ)
τ− σ

.

(45)

Taking the Laplace transform on both sides of equation
(45), we get

s
σ 􏽢Y(s) − Y(0)s

σ− 1
� ς
Γ(3 + ς)

s
ς+3 − 6ς

􏽢Y(s)

s
4 −

Y(0)s
σ− 1Γ(1 − σ)

Γ(1 − σ)
, (46)

s
σ 􏽢Y(s) � ςs− ς− 3Γ(1 + ς) − 6ς

􏽢Y(s)

s
4 , (47)
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􏽢Y(s) � ςΓ(3 + ς)
s

− ς+1

s
σ+4

+ 6ς
􏼢 􏼣. (48)

Taking the inverse Laplace transform, we get the exact
solution as follows:

Y(τ) � ςΓ(3 + ς)τσ+ς+2
Eσ+4,σ+ς+3 − 6ςτσ+4

􏼐 􏼑. (49)

2.2. Numerical Inversion of the Laplace Transform. In many
situations, when the function 􏽢Y(s) is complicated, the
Bromwich integral defned in equation (19) cannot be
evaluated easily. For instance, when the transform 􏽢Y(s) is
a highly oscillatory function, then the closed form solution of
equation (19) is generally not available.Terefore, we need to
use numerical methods for the approximation of the
Bromwich integral defned in equation (19). In this section,
we study fve diferent numerical inverse Laplace transform
(NILT) methods for this purpose.

2.2.1. Contour Integration Method. Various methods for the
numerical inversion of the Laplace transform are based on
the quadrature approximation of the integral defned in (19).
In these methods, it is assumed that the transform function
􏽢Y(s) is analytic in the complex plane Re(s)> ρ0 with ρ0 the
converging abscissa, where the contour Γ is a line Re(s) � ρ
with ρ> ρ0. However, the deformation of the line Re(s) � ρ
to a contour of integration is possible via Cauchy’s theorem.
Such deformation methods are useful for the analytic and
numerical solution of (19). For numerical solution, we
proceed as follows: on the line Re(s) � ρ, the integral defned
in (19) is not ideally suitable by quadrature because of the
oscillatory nature of exp(sτ) and the slow decay of the
transform | 􏽢Y(s)| as Im(s)⟶∞. By deforming the
Bromwich line Re(s) � ρ into a contour which starts at
infnity in the 3rd quadrant and winds around all singu-
larities of the transform 􏽢Y(s) and ends in 2nd quadrant, the
slow decay of the transform 􏽢Y(s) can be exploited. Tis
contour deformation is valid if the contour encloses all the
singularities of the transform 􏽢Y(s) and | 􏽢Y(s)|⟶ 0 uni-
formly as Re(s)≤ ρ0 and s⟶∞ [44]. For the workable
numerical strategy and optimal results, the numerical
scheme relies upon two factors: (i) the choice of contour of
integration and (ii) the choice of the quadrature rule. In the
literature, the researchers have focused mainly on the
contours as well as the optimal parameters for each such
contour [45, 46]. In this paper, we consider the improved
version of Talbot’s contour proposed in [47] and the hy-
perbolic contour proposed in [46].

(1) Talbot’s Contour (TLM). Here, we consider a contour of
the following form [47]:

Γ: s � s(η), − π ≤ η≤ π, (50)

Res( ± π) � − inf , and s(η) is given as follows:

s(η) �
MT

τ
ζ(η), ζ(η) � − δ + ση cot(μη) + ciη, (51)

where μ, ], and c are to be chosen by the user. Using
equations (51) in (19), we get

Y(τ) �
1
2πi

􏽚
π

− π
e

s(η)τ 􏽢Y(s)(s(η))s
′
(η)dη. (52)

Te integral defned in (52) is approximated via mid-
point rule with spacing h � 2π/MT as follows:

YApp(τ) ≈
1

MTi
􏽘

MT

k�1
e

s ηk( )τ 􏽢Y s ηk( ( 􏼁􏼁s
′ ηk( 􏼁, ηk

� − π + k −
1
2

􏼒 􏼓h.

(53)

(2) Convergence. In the approximation of the integral de-
fned in equation (52), the convergence of the proposed
numerical scheme is achieved at diferent rates depending on
the contour of integration Γ. Also, the convergence of the
proposed scheme depends on the quadrature step h. In order
to have optimal results, we need to search for the optimal
contour of integration, which can be done by using the
optimal values of the parameters involved in (51). Te au-
thors in [47] have proposed optimal values of the parameters
as follows:

δ � 0.61220,

c � 0.26450,

μ � 0.6407, and

σ � 0.5017.

(54)

Te error estimate of the improved Talbot’s method is
given as follows:

Errorest � YApp(τ) − Y(τ)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � O e
− 1.35800MT􏼐 􏼑. (55)

(3) Hyperbolic Contour (HYM). We also use the hyperbolic
contour proposed in [46] which is defned as

s(η) � ω + λ(1 − sin(δ − iη)), for η ∈ R, (56)

with λ> 0, ω≥ 0, 0< δ < ς − 1/2π, and 1/2π < ς< π (for detail
see [46]). Using equation (56) in equation (19), we get
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Y(τ) �
1
2πi

􏽚
Γ
e

sτ 􏽢Y(s)ds �
1
2πi

􏽚
∞

− ∞
e

s(η)τ 􏽢Y(s(η))s
′
(η)dη.

(57)

Te integral defned (52) can be approximated via the
trapezoidal rule with step k as follows:

YApp(τ) �
k

2πi
􏽘

MH

j�− MH

e
sjτ 􏽢Y sj􏼐 􏼑sj

′, sj � s ηj􏼐 􏼑, ηj � jk.

(58)

(4) Convergence. Here, we discuss the convergence of the
proposed numerical inverse Laplace transform method.
While approximating the integral defned in (57), we achieve
the convergence at diferent time rates which depends on the
contour of integration Γ. Te convergence order of the
proposed numerical method depends on the step k of the
quadrature rule and the temporal [t0, T]. Te proof for the
convergence order for the contour Γ is given in the following
theorem.

Theorem 7 (see [46], Teorem 8). Let Y(τ) be the solution
of (8) with 􏽢H(s) � L h(t){ } be the analytic function in the set
ΣΥφ . Let Γ ⊂ Ωr ⊂ ΣΥφ , and defne the constant b> 0 by the
relation b � cos h− 1 1/θτ1 sin(η)􏼈 􏼉, where τ1 � t0/T, 0< θ< 1
0< τ0 <T; also, let ℶ � θrM/bT. Ten, for YApp(τ) defned
in equation (53), we have |Y(τ) − YApp(τ)|≤CQeΥτ1

l(ρrM)e− ϖM(‖Y0‖ + ‖ 􏽢H(s)‖ΣΥφ ), with ϖ � r(1 − θ)/b,
k � b/MH ≤ r/log 2, ρr � θrτ1 sin(η − r1)/b, r � 2πr1, r1 > 0,
τ0 ≤ τ ≤T, C � Cη,r1 ,ς, and l(x) � max(1, log(1/x)). Hence,
the error estimate is given as follows:

errorest � Y(τ) − YApp(τ)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 � O l ρrM( 􏼁e
− ϖMH􏼐 􏼑. (59)

2.2.2. Stehfest Method (STM). TeGaver–Stehfest algorithm
is one of the most important algorithms used for the nu-
merical inversion of the Laplace transform. It was developed
in the late 1960s. Due to its simplicity and performance, it is
becoming popular in many areas such as economics, geo-
physics, fnancial mathematics, chemistry, and computa-
tional physics. Te Gaver–Stehfest algorithm is based on the

sequence of Gaver approximants, derived by Gaver [48].
Since the convergence of the Gaver approximants was only
logarithmic, it needed acceleration. A linear acceleration
method was proposed by Stehfest [49], using the Salzer
acceleration scheme. Gaver–Stehfest’s method approximate
Y(τ) by a sequence of functions given as follows:

YApp(τ) �
ln 2
τ

􏽘

2MS

i�1
Wi

􏽢Y
ln 2
τ

i􏼠 􏼡, (60)

where the coefcients Wi are defned by

Wi � (− 1)
MS+i

􏽘

min i,MS( )

l�[i+1/2]

l
MS (2l)!

MS − l( 􏼁!l!(l − 1)!(i − l)!(2l − i)!
.

(61)

Solving (15) for the corresponding Laplace parameters
s � ln 2/τi, i � 1, 2, 3, . . . , MS, the solution of the original
problem can be obtained using (54). Te Gaver–Stehfest
algorithm has some attractive properties: (i) the approxi-
mationsYApp(τ) are linear in values of 􏽢Y(s); (ii) it requires
the values of 􏽢Y(s) for real s only; (iii) the computation of the
coefcients is very easy; and (iv) the approximations using
this algorithm are exact for constant functions, that is, if
Y(τ) ≡ c, thenYApp(τ) ≡ c for all MS ≥ 1. In the literature,
this algorithm has been studied by many authors in [50, 51],
where it is demonstrated that this method converges very
fast to Y(τ) (provided Y(τ) is nonoscillatory).

(1) Convergence of the STM. Kuznetsov in [50] has derived
two sufcient conditions on the function Y(τ), which en-
sures the convergence of YApp(τ). Te results are mainly
based on the following theorem.

Theorem 8. AssumeY: (0,∞)⟶ R is a locally integrable
function such that its Laplace transform 􏽢Y(s) exists for all
s> 0 and that YApp(τ) are defned by (54) the following.

(1) Te convergence of YApp(τ) depends only on the
values of Y(τ) in the neighborhood of τ.

(2) Assume that for some m ∈ R and some ε ∈ (0, 1/4),
then we have

􏽚
ε

0
|Y − x log2(1/2 + ])( 􏼁 + Y − x log2(1/2 − ])( 􏼁 − 2m|]− 1d]<∞. (62)

Ten, YApp(τ)⟶ m as MS⟶ +∞.
(3) Assume that the function has bounded variation in

the neighborhood of τ. Ten,

YApp(τ)⟶
Y(τ + 0) + Y(τ − 0)

2
as MS⟶ +∞.

(63)

Corollary  . Under the assumptions of the abovementioned
theorem, if

Y(τ + ]) − Y(τ) � O |]|
υ

( 􏼁. (64)

∀] and some υ in the neighborhood of τ, then
YApp(τ)⟶ Y(τ), as MS⟶ +∞.
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Also, the authors in [52, 53] performed a number of
experiments to study the parameter efect on the accuracy of
the numerical scheme and they concluded their fndings that
“ for η signifcant digits, let MS � ⌈1.1ζ⌉ ∈ Z+. Set the system
precision at 􏼆2.2MS􏼇 and for given MS, calculate
Wi, 1≤ i≤ 2MS, using (61). Ten, for the given transform
􏽢Y(s) and the argument τ, calculate the YApp(τ) in (60).”
According to these conclusions, the error is
10− (ζ+1) ≤ 􏽢Y − Y/Y≤ 10− ζ , where MS � ⌈1.1ζ⌉ [54].

2.2.3. Zakian’s Method (ZKM). Using Zakian’s method [55],
the time domain function is approximated using the infnite
series of the weighted evaluations of domain functions given
as follows [56]:

YApp(τ) �
2
τ

􏽘

N

i�1
Real Ki

􏽢Y
χi

τ
􏼒 􏼒 􏼓􏼓, 0< τ <∞. (65)

Tis method is very easy to implement and fast. Tere is
only one free parameter N which needs to be determined.
For accurate solutions, we need the optimal value of the
parameter N. A large number of methods have been pro-
posed for obtaining the optimal values for the set of con-
stants Ki, χi􏼈 􏼉. For N � 5, one set is given in Table 1.

2.2.4. Fourier Series Method (FRM). Te Fourier series
method for numerical inversion of the Laplace transform
was frst used in [57]. Tis method is based on choosing the
contour of integration in the Bromwich integral, then
converting the Bromwich integral into Fourier transform,
and then using the Fourier series for the approximation of
the Fourier transform. Tis method approximate the Bro-
wich integral using the following equation (58):

YApp(τ) �
exp(aτ)

T

1
2

􏽢Y(a) + 􏽘
∞

k�1
Re 􏽢Y a +

kπι
T

􏼠 􏼡􏼨 􏼩cos
kπι
T

􏼠 􏼡 − Im 􏽢Y a +
kπι
T

􏼠 􏼡􏼨 􏼩sin
kπι
T

􏼠 􏼡􏼨 􏼩⎡⎣ ⎤⎦, (66)

where

Y(τ) � YApp(τ) − E, lpc (67)

E � 􏽘
∞

n�1
exp(− 2naT)Y(2nT + τ). (68)

2.3. Error Analysis of the FRM. In the proposed method,
there are two sources of error excluding the roundof error.
We have the error term E due to the fact that Fourier co-
efcients are not exact, they are obtained using the transform
Y(s). Since the series in (57) is not summed up to infnity,
there is a truncation error. Using the condition |Y(τ)|≤Cebt

from (58), we have [58]

E≤
Ce

bt

e
2T(a− b)

− 1
, 0< t < 2T. (69)

It means that by selecting a sufciently larger than b, the
errorE can bemade as small as possible. So, the relative error
can be ER ≡ E/Cebt ≤ 0.005, which implies that we can re-
place (69) by

E≤Ce
bt

e
− 2T(a− b)

, 0< t< 2T. (70)

3. Numerical Simulations

In this section, we validate our proposed NILTmethods. We
consider three diferent integrodiferential equations with
Caputo’s fractal-fractional derivative. Te performance of
the proposed NILT schemes is evaluated using two error
measures, the absolute error AbError and the relative error
RLError defned as follows:

AbError � YApp(τ) − Y(τ)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, and

RLError �
YApp(τ) − Y(τ)

Y(τ)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(71)

In the frst test, we consider problem 1 defned by
equation (20) with the exact solution given in equation (29).
Te problem is solved using fve NILT schemes. In Table 2,
the AbError and RLError for problem 1 obtained using the
TLM are presented. Table 3 presents the AbError and RLError
obtained using the STM. Table 4 presents the AbError and
RLError obtained using HYM. In Table 5, the AbError and
RLError obtained using the ZKM and in Table 6, the AbError
and RLError obtained using the FRM are displayed.
Figure 1(a) shows the plots of numerical and analytic so-
lutions for various values of σ and ς using the ZKM.
Figure 1(b) shows the plot of AbError and RLError for various
values of σ and ς using the ZKM. Te plots of AbError and
RLError for various values of σ and ς using the HYM are
shown in Figure 2(a), and Figure 2(b) shows the plots of
AbError and RLError of the problem using TLM. In
Figure 3(a), the AbError and RLError for various values of σ
and ς using the FRM are shown. Figure 3(b) shows plot of
AbError and RLError of the STM. Similarly, in Figure 4(a),
a comparison between the AbError using the fve numerical
schemes is presented, and in Figure 4(b), a comparison
between RLError using the fve numerical schemes is pre-
sented. It is observed that the performance of the HYM is
better as compared to the other four NILT schemes.

In the second test, we consider problem 2 defned by
equation (30) with exact solution given in equation (39).Te
problem is solved using fve NILT schemes. In Table 7, the
AbError and RLError for problem 2 obtained using TLM are
presented. Table 8 presents the AbError and RLError obtained
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using the STM. Table 9 presents the AbError and RLError
obtained using HYM. In Table 10, the AbError and RLError
obtained using the ZKM and in Table 11, the AbError and
RLError obtained using the FRM are displayed. Figure 5(a)

shows the plots of numerical and analytic solutions for
various values of σ and ς using the TLM. Figure 5(b) shows
the plot of AbError and RLError for various values of σ and ς
using the TLM. Te plots of AbError and RLError for various

Table 1: Five constants for the ZKM.

i χi Ki

1 (1.283767675e+ 1) + j1.666063445 (− 3.69020821e+ 4) + j1.96990426e+ 5
2 (1.222613209e+ 1) + j5.012718792 (6.12770252e+ 4) − j9.54086255e+ 4
3 (1.09343031e+ 1) + j8.40967312 − (2.89165629e+ 4) + j1.81691853e+ 4
4 8.77643472 + j1.19218539e+ 1 (4.65536114e+ 3) − j1.90152864
5 5.22545336 + j1.57295290e+ 1 − (1.18741401e+ 2) − j1.41303691e+ 2

Table 2: Te errors obtained using TLM for problem 1 with various values of σ and ς and MT � 24.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 1.2948 × 10− 14 1.6018 × 10− 13 2.3280 × 10− 14 6.2743 × 10− 13 2.6087 × 10− 13 2.5127 × 10− 11

0.2 1.5275 × 10− 13 1.3376 × 10− 12 8.7337 × 10− 13 1.0987 × 10− 11 1.3768 × 10− 12 4.0824 × 10− 11

0.3 3.2568 × 10− 13 2.3333 × 10− 12 3.2185 × 10− 12 2.5951 × 10− 11 1.1587 × 10− 11 1.7254 × 10− 10

0.4 1.9196 × 10− 13 1.1946 × 10− 12 3.8045 × 10− 12 2.2400 × 10− 11 3.1961 × 10− 11 2.9212 × 10− 10

0.5 7.8570 × 10− 13 4.3918 × 10− 12 7.7764 × 10− 12 3.5927 × 10− 11 2.9477 × 10− 11 1.8464 × 10− 10

0.6 3.1041 × 10− 12 1.5925 × 10− 11 4.8662 × 10− 11 1.8472 × 10− 10 1.0901 × 10− 10 5.0195 × 10− 10

0.7 6.7967 × 10− 12 3.2498 × 10− 11 1.3270 × 10− 10 4.2740 × 10− 10 6.0438 × 10− 10 2.1478 × 10− 09

0.8 1.0889 × 10− 11 4.9094 × 10− 11 2.4595 × 10− 10 6.8850 × 10− 10 1.7168 × 10− 09 4.8810 × 10− 09

0.9 1.2876 × 10− 11 5.5250 × 10− 11 3.0740 × 10− 10 7.6208 × 10− 10 3.4597 × 10− 09 8.0913 × 10− 09

1.0 8.4363 × 10− 12 3.4717 × 10− 11 1.2387 × 10− 10 2.7614 × 10− 10 4.9673 × 10− 09 9.7712 × 10− 09

Table 3: Te errors obtained using STM for problem 1 with various values of σ and ς and MS � 16.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 2.8802 × 10− 09 3.5631 × 10− 08 1.8483 × 10− 09 4.9814 × 10− 08 2.6309 × 10− 10 2.5342 × 10− 08

0.2 9.5344 × 10− 12 8.3492 × 10− 11 4.1874 × 10− 09 5.2678 × 10− 08 2.3137 × 10− 09 6.8605 × 10− 08

0.3 9.9933 × 10− 10 7.1595 × 10− 09 3.7240 × 10− 09 3.0027 × 10− 08 1.8680 × 10− 08 2.7817 × 10− 07

0.4 7.9652 × 10− 09 4.9571 × 10− 08 1.4912 × 10− 08 8.7796 × 10− 08 1.8166 × 10− 07 1.6604 × 10− 06

0.5 5.7166 × 10− 09 3.1954 × 10− 08 9.4457 × 10− 08 4.3640 × 10− 07 1.2393 × 10− 06 7.7632 × 10− 06

0.6 2.1708 × 10− 08 1.1137 × 10− 07 1.4603 × 10− 07 5.5430 × 10− 07 5.0017 × 10− 06 2.3031 × 10− 05

0.7 6.5225 × 10− 08 3.1187 × 10− 07 4.8173 × 10− 07 1.5516 × 10− 06 1.1797 × 10− 05 4.1923 × 10− 05

0.8 1.6283 × 10− 07 7.3411 × 10− 07 3.7168 × 10− 06 1.0405 × 10− 05 1.0451 × 10− 05 2.9715 × 10− 05

0.9 3.5016 × 10− 07 1.5025 × 10− 06 1.3147 × 10− 05 3.2592 × 10− 05 3.7719 × 10− 05 8.8214 × 10− 05

1.0 6.7197 × 10− 07 2.7653 × 10− 06 3.2586 × 10− 05 7.2642 × 10− 05 2.0558 × 10− 04 4.0440 × 10− 04

Table 4: Te errors obtained using HYM for problem 1 with various values of σ and ς and MH � 160.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 1.7084 × 10− 13 2.1135 × 10− 12 1.2981 × 10− 16 3.4985 × 10− 15 1.0748 × 10− 16 1.0353 × 10− 14

0.2 2.4371 × 10− 13 2.1342 × 10− 12 4.1005 × 10− 15 5.1585 × 10− 14 5.1068 × 10− 16 1.5143 × 10− 14

0.3 4.9545 × 10− 13 3.5495 × 10− 12 1.0187 × 10− 15 8.2136 × 10− 15 1.0548 × 10− 15 1.5707 × 10− 14

0.4 3.8405 × 10− 13 2.3901 × 10− 12 2.6354 × 10− 14 1.5517 × 10− 13 2.7754 × 10− 15 2.5367 × 10− 14

0.5 3.8597 × 10− 13 2.1575 × 10− 12 5.3334 × 10− 14 2.4641 × 10− 13 5.1356 × 10− 15 3.2169 × 10− 14

0.6 1.1727 × 10− 12 6.0164 × 10− 12 2.7387 × 10− 14 1.0396 × 10− 13 8.0386 × 10− 15 3.7015 × 10− 14

0.7 8.3151 × 10− 13 3.9758 × 10− 12 1.1667 × 10− 13 3.7577 × 10− 13 1.4652 × 10− 14 5.2070 × 10− 14

0.8 7.2165 × 10− 13 3.2536 × 10− 12 2.0446 × 10− 13 5.7236 × 10− 13 2.3308 × 10− 14 6.6268 × 10− 14

0.9 3.7438 × 10− 12 1.6064 × 10− 11 4.5410 × 10− 14 1.1258 × 10− 13 2.6649 × 10− 14 6.2325 × 10− 14

1.0 5.2379 × 10− 13 2.1555 × 10− 12 4.8322 × 10− 13 1.0772 × 10− 12 5.4136 × 10− 14 1.0649 × 10− 13
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values of σ and ς using HYM are shown in Figure 6(a), and
Figure 6(b) shows the plots of AbError and RLError of the
problem using the STM. In Figure 7(a), the AbError and
RLError for various values of σ and ς using the FRM are

shown. Figure 7(b) shows plot of AbError and RLError of the
ZKM. Similarly, in Figure 8(a), a comparison between the
AbError using the fve schemes is presented and in Figure 8(b)
a comparison between the RLError using the fve schemes is

Table 5: Te errors obtained using the ZKM for problem 1 with various values of σ and ς.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 6.8875 × 10− 08 1.0222 × 10− 05 9.8134 × 10− 10 3.5830 × 10− 07 1.1462 × 10− 10 1.6113 × 10− 07

0.2 1.9481 × 10− 07 1.0222 × 10− 05 4.2071 × 10− 09 3.5830 × 10− 07 7.4482 × 10− 10 1.6113 × 10− 07

0.3 3.5789 × 10− 07 1.0224 × 10− 05 9.8577 × 10− 09 3.5833 × 10− 07 2.2258 × 10− 09 1.6113 × 10− 07

0.4 5.5100 × 10− 07 1.0226 × 10− 05 1.8036 × 10− 08 3.5838 × 10− 07 4.8398 × 10− 09 1.6114 × 10− 07

0.5 7.7005 × 10− 07 1.0231 × 10− 05 2.8817 × 10− 08 3.5849 × 10− 07 8.8406 × 10− 09 1.6116 × 10− 07

0.6 1.0123 × 10− 06 1.0238 × 10− 05 4.2259 × 10− 08 3.5866 × 10− 07 1.4463 × 10− 08 1.6120 × 10− 07

0.7 1.2756 × 10− 06 1.0249 × 10− 05 5.8412 × 10− 08 3.5892 × 10− 07 2.1929 × 10− 08 1.6126 × 10− 07

0.8 1.5585 × 10− 06 1.0264 × 10− 05 7.7316 × 10− 08 3.5930 × 10− 07 3.1447 × 10− 08 1.6135 × 10− 07

0.9 1.8596 × 10− 06 1.0283 × 10− 05 9.9007 × 10− 08 3.5983 × 10− 07 4.3218 × 10− 08 1.6148 × 10− 07

1.0 2.1781 × 10− 06 1.0309 × 10− 05 1.2352 × 10− 07 3.6053 × 10− 07 5.7436 × 10− 08 1.6165 × 10− 07

Table 6: Te errors obtained using the FRM for problem 1 with various values of σ and ς and T � 4.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 1.0642 × 10− 05 1.3165 × 10− 04 4.7434 × 10− 08 1.2784 × 10− 06 5.2971 × 10− 08 5.1023 × 10− 06

0.2 6.9771 × 10− 06 6.1098 × 10− 05 2.1664 × 10− 08 2.7253 × 10− 07 6.8903 × 10− 08 2.0432 × 10− 06

0.3 6.0653 × 10− 06 4.3454 × 10− 05 1.3488 × 10− 08 1.0876 × 10− 07 8.7708 × 10− 08 1.3061 × 10− 06

0.4 5.9147 × 10− 06 3.6809 × 10− 05 8.7986 × 10− 09 5.1804 × 10− 08 1.0794 × 10− 07 9.8655 × 10− 07

0.5 6.1388 × 10− 06 3.4314 × 10− 05 4.6921 × 10− 09 2.1677 × 10− 08 1.2922 × 10− 07 8.0944 × 10− 07

0.6 6.6243 × 10− 06 3.3984 × 10− 05 4.3567 × 10− 11 1.6537 × 10− 10 1.5135 × 10− 07 6.9690 × 10− 07

0.7 7.3399 × 10− 06 3.5095 × 10− 05 6.2244 × 10− 09 2.0048 × 10− 08 1.7414 × 10− 07 6.1885 × 10− 07

0.8 8.2894 × 10− 06 3.7373 × 10− 05 1.4606 × 10− 08 4.0888 × 10− 08 1.9743 × 10− 07 5.6131 × 10− 07

0.9 9.4966 × 10− 06 4.0749 × 10− 05 2.6019 × 10− 08 6.4505 × 10− 08 2.2102 × 10− 07 5.1691 × 10− 07

1.0 1.1001 × 10− 05 4.5270 × 10− 05 4.1447 × 10− 08 9.2396 × 10− 08 2.4473 × 10− 07 4.8141 × 10− 07

α=β=0.25
α=β=0.25
α=β=0.55
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Figure 1: (a) Te comparison of the numerical solution (dashed lines) and exact solutions (markers) of problem 1 using the ZKM. (b) Te
comparison of AbError (dashed lines) and RLError (markers) for problem 1 using ZKM.
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presented. For this problem also, all the fve schemes have
produced accurate results.

In the third test, we consider problem 3 defned by
equation (40) with the exact solution given in equation
(49). Te problem is solved using fve NILT schemes. In
Table 12, the AbError and RLError for problem 3 obtained
using TLM are presented. Table 13 presents the AbError and
RLError obtained using the STM. Table 14 presents the
AbError and RLError obtained using HYM. In Table 15, the

AbError and RLError obtained using the ZKM and in Table 16,
the AbError and RLError using the FRM are displayed.
Figure 9(a) shows the plots of numerical and analytic
solutions for various values of σ and ς using the FRM.
Figure 9(b) shows the plot of AbError and RLError for various
values of σ and ς using the FRM. Te plots of AbError and
RLError for various values of σ and ς using the TLM are
shown in Figures 10(a) and 10(b) shows the plots of AbError
and RLError of problem 3 using HYM. In Figure 11(a), the
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Figure 2: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 1 using HYM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 1 using TLM.
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Figure 3: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 1 using the FRM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 1 using the STM.
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Table 7: Te errors obtained using TLM for problem 2 with various values of σ and ς and MT � 24.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 9.4923 × 10− 14 1.4088 × 10− 11 2.3508 × 10− 08 6.8616 × 10− 08 8.5946 × 10− 13 1.2082 × 10− 09

0.2 1.9531 × 10− 13 1.0249 × 10− 11 1.4068 × 10− 13 1.1981 × 10− 11 3.5166 × 10− 12 7.6076 × 10− 10

0.3 2.7848 × 10− 12 7.9550 × 10− 11 1.1978 × 10− 11 4.3538 × 10− 10 1.3962 × 10− 11 1.0108 × 10− 09

0.4 1.0838 × 10− 11 2.0115 × 10− 10 6.7908 × 10− 11 1.3493 × 10− 09 1.5855 × 10− 10 5.2789 × 10− 09

0.5 2.5238 × 10− 11 3.3531 × 10− 10 2.0877 × 10− 10 2.5971 × 10− 09 6.9879 × 10− 10 1.2739 × 10− 08

0.6 3.4870 × 10− 11 3.5268 × 10− 10 3.9359 × 10− 10 3.3404 × 10− 09 6.9879 × 10− 09 2.2011 × 10− 08

0.7 1.2608 × 10− 12 1.0130 × 10− 11 2.3781 × 10− 10 1.4613 × 10− 09 3.6510 × 10− 09 2.6849 × 10− 08

0.8 1.7846 × 10− 11 1.1753 × 10− 09 1.5067 × 10− 09 7.0018 × 10− 09 2.3634 × 10− 09 1.2126 × 10− 08

0.9 6.6769 × 10− 10 3.6922 × 10− 09 7.7091 × 10− 09 2.8018 × 10− 08 1.3553 × 10− 08 5.0638 × 10− 08

1.0 1.7109 × 10− 09 8.0977 × 10− 09 2.3508 × 10− 08 6.8616 × 10− 08 7.3220 × 10− 08 2.0607 × 10− 07

Table 8: Te errors obtained using the STM for problem 2 with various values of σ and ς and MS � 16.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 2.1562 × 10− 10 3.2001 × 10− 08 1.1250 × 10− 09 4.1075 × 10− 07 2.1032 × 10− 09 2.9566 × 10− 06

0.2 4.1848 × 10− 10 2.1959 × 10− 08 3.8578 × 10− 09 3.2855 × 10− 07 1.0952 × 10− 08 2.3694 × 10− 06

0.3 2.2267 × 10− 10 6.3608 × 10− 09 1.8742 × 10− 08 6.8128 × 10− 07 7.9480 × 10− 08 5.7537 × 10− 06

0.4 2.0180 × 10− 09 3.7452 × 10− 08 2.4650 × 10− 07 4.8981 × 10− 06 1.5868 × 10− 06 5.2834 × 10− 05

0.5 6.6717 × 10− 08 8.8640 × 10− 07 5.0216 × 10− 07 6.2469 × 10− 06 8.8461 × 10− 06 1.6126 × 10− 04

0.6 5.8549 × 10− 07 5.8713 × 10− 06 5.1893 × 10− 06 4.4042 × 10− 05 1.0084 × 10− 05 1.1239 × 10− 04

0.7 2.8326 × 10− 06 2.2759 × 10− 05 4.3135 × 10− 05 2.6505 × 10− 04 1.1404 × 10− 04 8.3860 × 10− 04

0.8 9.2412 × 10− 06 6.0860 × 10− 05 1.6627 × 10− 04 7.7271 × 10− 04 7.1816 × 10− 04 3.6848 × 10− 03

0.9 2.1318 × 10− 05 1.1788 × 10− 04 3.9684 × 10− 04 1.4423 × 10− 03 2.2384 × 10− 03 8.3634 × 10− 03

1.0 3.3033 × 10− 05 1.5635 × 10− 04 5.4484 × 10− 04 1.5903 × 10− 03 4.1982 × 10− 03 1.1816 × 10− 02
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Figure 4: (a) Te comparison of AbError of all the proposed numerical methods for diferent values of σ and ς for problem 1; FRM �

0.25,TLM � 0.25,HYM � 0.25, STM � 0.25,ZKM � 0.25 refers to errors of the numerical methods with σ � ς � 0.25. (b) Te comparison
of RLError of all the proposed numerical methods for diferent values of σ and ς for problem 1; FRM � 0.25,TLM � 0.25,HYM �

0.25, STM � 0.25,ZKM � 0.25 refers to errors of the numerical methods with σ � ς � 0.25.
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AbError and RLError for various values of σ and ς using the
STM are shown. Figure 11(b) shows the plot of AbError and
RLError of ZKM. Similarly in Figure 12(a) a comparison
between the AbError using the fve NILT schemes is

presented and in Figure 12(b) a comparison between the
RLError using the fve NILT schemes is presented. It can be
seen that the proposed NILT methods have solved the
problem with acceptable accuracy.

Table 9: Te errors obtained using HYM for problem 2 with various values of σ and ς and MH � 160.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 1.1892 × 10− 16 1.7649 × 10− 14 1.1948 × 10− 17 4.3625 × 10− 15 8.8904 × 10− 18 1.2497 × 10− 14

0.2 5.2032 × 10− 16 2.7303 × 10− 14 3.5656 × 10− 17 3.0367 × 10− 15 1.3694 × 10− 17 2.9624 × 10− 15

0.3 8.7855 × 10− 16 2.5097 × 10− 14 1.0160 × 10− 16 3.6933 × 10− 15 4.3267 × 10− 18 3.1322 × 10− 16

0.4 2.8172 × 10− 15 5.2285 × 10− 14 2.5580 × 10− 16 5.0828 × 10− 15 4.5551 × 10− 17 1.5166 × 10− 15

0.5 5.2805 × 10− 15 7.0157 × 10− 14 4.1121 × 10− 16 5.1154 × 10− 15 3.1802 × 10− 17 5.7974 × 10− 16

0.6 6.7725 × 10− 15 6.8499 × 10− 14 9.3361 × 10− 16 7.9236 × 10− 15 3.3248 × 10− 17 3.7057 × 10− 16

0.7 1.3853 × 10− 14 1.1130 × 10− 13 1.4698 × 10− 15 9.0316 × 10− 15 3.2665 × 10− 17 2.4022 × 10− 16

0.8 2.2417 × 10− 14 1.4763 × 10− 13 2.2241 × 10− 15 1.0336 × 10− 14 3.0069 × 10− 17 1.5428 × 10− 16

0.9 1.7340 × 10− 14 9.5887 × 10− 14 4.5083 × 10− 15 1.6385 × 10− 14 3.6636 × 10− 16 1.3688 × 10− 15

1.0 5.1821 × 10− 14 2.4527 × 10− 13 4.9680 × 10− 15 1.4501 × 10− 14 1.3295 × 10− 16 3.7418 × 10− 16

Table 10: Te errors obtained using the ZKM for problem 2 with various values of σ and ς.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 6.8875 × 10− 08 1.0222 × 10− 05 9.8134 × 10− 10 3.5830 × 10− 07 1.1462 × 10− 10 1.6113 × 10− 07

0.2 1.9481 × 10− 07 1.0222 × 10− 05 4.2071 × 10− 09 3.5830 × 10− 07 7.4482 × 10− 10 1.6113 × 10− 07

0.3 3.5789 × 10− 07 1.0224 × 10− 05 9.8577 × 10− 09 3.5833 × 10− 07 2.2258 × 10− 09 1.6113 × 10− 07

0.4 5.5100 × 10− 07 1.0226 × 10− 05 1.8036 × 10− 08 3.5838 × 10− 07 4.8398 × 10− 09 1.6114 × 10− 07

0.5 7.7005 × 10− 07 1.0231 × 10− 05 2.8817 × 10− 08 3.5849 × 10− 07 8.8406 × 10− 09 1.6116 × 10− 07

0.6 1.0123 × 10− 06 1.0238 × 10− 05 4.2259 × 10− 08 3.5866 × 10− 07 1.4463 × 10− 08 1.6120 × 10− 07

0.7 1.2756 × 10− 06 1.0249 × 10− 05 5.8412 × 10− 08 3.5892 × 10− 07 2.1929 × 10− 08 1.6126 × 10− 07

0.8 1.5585 × 10− 06 1.0264 × 10− 05 7.7316 × 10− 08 3.5930 × 10− 07 3.1447 × 10− 08 1.6135 × 10− 07

0.9 1.5585 × 10− 06 1.0283 × 10− 05 9.9007 × 10− 08 3.5983 × 10− 07 4.3218 × 10− 08 1.6148 × 10− 07

1.0 2.1781 × 10− 06 1.0309 × 10− 05 1.2352 × 10− 07 3.6053 × 10− 07 5.7436 × 10− 08 1.6165 × 10− 07

Table 11: Te errors obtained using the FRM for problem 2 with various values of σ and ς and T� 4.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 6.0745 × 10− 08 9.0152 × 10− 06 1.0189 × 10− 07 3.7203 × 10− 05 4.4137 × 10− 07 6.2045 × 10− 04

0.2 6.2155 × 10− 08 3.2615 × 10− 06 4.3202 × 10− 08 3.6794 × 10− 06 2.0005 × 10− 07 4.3278 × 10− 05

0.3 6.0687 × 10− 08 1.7336 × 10− 06 2.4251 × 10− 08 8.8154 × 10− 07 8.5220 × 10− 08 6.1692 × 10− 06

0.4 5.7980 × 10− 08 1.0761 × 10− 06 1.0084 × 10− 07 2.0037 × 10− 06 4.1786 × 10− 07 1.3913 × 10− 05

0.5 5.4322 × 10− 08 7.2172 × 10− 07 1.8695 × 10− 07 2.3256 × 10− 06 8.0121 × 10− 07 1.4606 × 10− 05

0.6 4.9781 × 10− 08 5.0350 × 10− 07 2.8292 × 10− 07 2.4012 × 10− 06 1.2384 × 10− 06 1.3803 × 10− 05

0.7 4.4362 × 10− 08 3.5644 × 10− 07 3.8906 × 10− 07 2.3906 × 10− 06 1.7325 × 10− 06 1.2740 × 10− 05

0.8 3.8052 × 10− 08 2.5060 × 10− 07 5.0556 × 10− 07 2.3495 × 10− 06 2.2859 × 10− 06 1.1729 × 10− 05

0.9 3.0829 × 10− 08 1.7048 × 10− 07 6.3257 × 10− 07 2.2990 × 10− 06 2.9011 × 10− 06 1.0839 × 10− 05

1.0 2.2670 × 10− 08 1.0730 × 10− 07 7.7011 × 10− 07 2.2478 × 10− 06 3.5797 × 10− 06 1.0075 × 10− 05
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Figure 5: (a) Te comparison of the numerical solution (dashed lines) and exact solutions (markers) of problem 2 using TLM. (b) Te
comparison of AbError (dashed lines) RLError (markers) of problem 2 using TLM.
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Figure 6: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 2 using HYM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 2 using the STM.
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Figure 7: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 2 using the FRM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 2 using the ZKM.
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Figure 8: (a) Te comparison of AbError of all the proposed numerical methods for diferent values of σ and ς for problem 2; FRM �

0.25,TLM � 0.25,HYM � 0.25, STM � 0.25,ZKM � 0.25 refers to errors of the numerical methods with σ � ς � 0.25. (b) Te comparison
of RLError of all the proposed numerical methods for diferent values of σ and ς for problem 2; FRM � 0.25,TLM � 0.25,HYM �

0.25, STM � 0.25,ZKM � 0.25 refers to errors of the numerical methods with σ � ς � 0.25.
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Table 12: Te errors obtained using TLM for problem 3 with various values of σ and ς and MT � 24.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 3.7828 × 10− 13 6.2379 × 10− 10 1.0215 × 10− 12 4.5338 × 10− 09 1.6069 × 10− 12 2.9325 × 10− 08

0.2 1.5003 × 10− 12 4.3736 × 10− 10 7.3679 × 10− 12 3.8141 × 10− 09 1.9624 × 10− 11 2.7557 × 10− 08

0.3 4.3562 × 10− 12 4.6082 × 10− 10 1.1628 × 10− 12 1.7127 × 10− 10 5.2105 × 10− 11 1.6323 × 10− 08

0.4 5.8404 × 10− 11 3.0097 × 10− 09 2.1094 × 10− 10 1.2736 × 10− 08 2.1301 × 10− 10 2.3017 × 10− 08

0.5 2.8273 × 10− 10 8.3408 × 10− 09 1.3767 × 10− 09 4.1619 × 10− 08 2.5941 × 10− 09 1.2276 × 10− 07

0.6 9.1242 × 10− 10 1.7066 × 10− 08 5.4734 × 10− 09 9.4033 × 10− 08 1.3521 × 10− 08 3.2593 × 10− 07

0.7 2.1715 × 10− 09 2.7631 × 10− 08 1.5771 × 10− 08 1.6803 × 10− 07 4.9089 × 10− 08 6.6900 × 10− 07

0.8 3.6437 × 10− 09 3.3213 × 10− 08 3.3154 × 10− 08 2.3355 × 10− 07 1.3641 × 10− 07 1.1344 × 10− 06

0.9 2.4551 × 10− 09 1.6678 × 10− 08 4.0360 × 10− 08 1.9741 × 10− 07 2.8779 × 10− 07 1.5481 × 10− 06

1.0 1.0806 × 10− 08 5.6440 × 10− 08 4.3206 × 10− 08 1.5251 × 10− 07 3.8147 × 10− 07 1.3899 × 10− 06

Table 13: Te errors obtained using the STM for problem 3 with various values of σ and ς and MS � 16.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 1.0479 × 10− 09 1.7280 × 10− 06 1.4789 × 10− 09 6.5642 × 10− 06 1.2707 × 10− 10 2.3189 × 10− 06

0.2 5.4142 × 10− 09 1.5783 × 10− 06 1.6492 × 10− 08 8.5371 × 10− 06 2.3090 × 10− 08 3.2425 × 10− 05

0.3 1.4834 × 10− 08 1.5692 × 10− 06 3.2368 × 10− 08 4.7674 × 10− 06 3.3637 × 10− 07 1.0537 × 10− 04

0.4 5.5227 × 10− 07 2.8460 × 10− 05 4.0370 × 10− 06 2.4374 × 10− 04 7.1192 × 10− 06 7.6926 × 10− 04

0.5 4.5290 × 10− 06 1.3361 × 10− 04 4.1892 × 10− 05 1.2665 × 10− 03 1.2781 × 10− 04 6.0485 × 10− 03

0.6 1.5695 × 10− 05 2.9355 × 10− 04 1.5449 × 10− 04 2.6542 × 10− 03 6.5205 × 10− 04 1.5718 × 10− 02

0.7 4.2928 × 10− 06 5.4622 × 10− 05 9.6189 × 10− 06 1.0249 × 10− 04 9.3686 × 10− 04 1.2768 × 10− 02

0.8 1.9075 × 10− 04 1.7388 × 10− 03 2.1341 × 10− 03 1.5033 × 10− 02 4.8701 × 10− 03 4.0500 × 10− 02

0.9 9.5113 × 10− 04 6.4611 × 10− 03 9.9057 × 10− 03 4.8450 × 10− 02 3.2222 × 10− 02 1.7332 × 10− 01

1.0 2.6710 × 10− 03 1.3951 × 10− 02 2.4489 × 10− 02 8.6443 × 10− 02 9.2725 × 10− 02 3.3784 × 10− 01

Table 14: Te errors obtained using HYM for problem 3 with various values of σ and ς and MH � 160.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 4.4960 × 10− 18 7.4139 × 10− 15 1.2594 × 10− 17 5.5901 × 10− 14 3.1768 × 10− 17 5.7976 × 10− 13

0.2 3.8148 × 10− 18 1.1120 × 10− 15 1.6549 × 10− 17 8.5667 × 10− 15 2.7217 × 10− 17 3.8219 × 10− 14

0.3 1.3439 × 10− 17 1.4217 × 10− 15 1.9935 × 10− 17 2.9363 × 10− 15 2.5164 × 10− 17 7.8829 × 10− 15

0.4 2.0973 × 10− 17 1.0808 × 10− 15 2.3641 × 10− 17 1.4273 × 10− 15 1.5107 × 10− 17 1.6324 × 10− 15

0.5 4.1922 × 10− 17 1.2367 × 10− 15 9.7941 × 10− 18 2.9609 × 10− 16 1.5593 × 10− 17 7.3794 × 10− 16

0.6 6.2396 × 10− 17 1.1670 × 10− 15 7.2055 × 10− 17 1.2379 × 10− 15 1.3878 × 10− 17 3.3454 × 10− 16

0.7 7.2809 × 10− 17 9.2644 × 10− 16 6.3744 × 10− 17 6.7917 × 10− 16 5.5723 × 10− 17 7.5941 × 10− 16

0.8 1.1414 × 10− 16 1.0405 × 10− 15 1.4043 × 10− 16 9.8925 × 10− 16 8.8175 × 10− 17 7.3326 × 10− 16

0.9 4.7460 × 10− 16 3.2240 × 10− 15 5.6716 × 10− 17 2.7740 × 10− 16 1.4195 × 10− 16 7.6356 × 10− 16

1.0 1.2174 × 10− 16 6.3586 × 10− 16 1.4003 × 10− 16 4.9427 × 10− 16 1.2268 × 10− 16 4.4699 × 10− 16

Table 15: Te errors obtained using the ZKM for problem 3 with various values of σ and ς.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 2.0469 × 10− 10 3.3754 × 10− 07 6.6460 × 10− 13 2.9499 × 10− 09 6.2603 × 10− 13 1.1425 × 10− 08

0.2 1.1579 × 10− 09 3.3754 × 10− 07 5.6984 × 10− 12 2.9498 × 10− 09 8.1359 × 10− 12 1.1425 × 10− 08

0.3 3.1909 × 10− 09 3.3755 × 10− 07 2.0027 × 10− 11 2.9498 × 10− 09 3.6470 × 10− 11 1.1425 × 10− 08

0.4 6.5502 × 10− 09 3.3755 × 10− 07 4.8857 × 10− 11 2.9498 × 10− 09 1.0573 × 10− 10 1.1425 × 10− 08

0.5 1.1443 × 10− 08 3.3757 × 10− 07 9.7571 × 10− 11 2.9497 × 10− 09 2.4142 × 10− 10 1.1425 × 10− 08

0.6 1.8050 × 10− 08 3.3760 × 10− 07 1.7168 × 10− 10 2.9495 × 10− 09 4.7396 × 10− 10 1.1425 × 10− 08

0.7 2.6537 × 10− 08 3.3766 × 10− 07 2.7679 × 10− 10 2.9491 × 10− 09 8.3836 × 10− 10 1.1425 × 10− 08

0.8 3.7053 × 10− 08 3.3775 × 10− 07 4.1854 × 10− 10 2.9484 × 10− 09 1.3740 × 10− 09 1.1426 × 10− 08

0.9 4.9739 × 10− 08 3.3789 × 10− 07 6.0260 × 10− 10 2.9474 × 10− 09 2.1243 × 10− 09 1.1427 × 10− 08

1.0 6.4727 × 10− 08 3.3808 × 10− 07 8.3456 × 10− 10 2.9458 × 10− 09 3.1366 × 10− 09 1.1428 × 10− 08
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Table 16: Te errors obtained using the FRM for problem 3 with various values of σ and ς and T � 4.

τ
(σ, ς) � (0.25, 0.25) (σ, ς) � (0.55, 0.55) (σ, ς) � (0.85, 0.85)

AbError RLError AbError RLError AbError RLError

0.1 8.9775 × 10− 07 1.4804 × 10− 03 1.8249 × 10− 06 8.1000 × 10− 03 1.1243 × 10− 05 2.0519 × 10− 01

0.2 8.5539 × 10− 07 2.4935 × 10− 04 8.7655 × 10− 07 4.5376 × 10− 04 8.6996 × 10− 06 1.2216 × 10− 02

0.3 7.9431 × 10− 07 8.4026 × 10− 05 2.9870 × 10− 07 4.3995 × 10− 05 5.3294 × 10− 06 1.6695 × 10− 03

0.4 7.1203 × 10− 07 3.6693 × 10− 05 1.7292 × 10− 06 1.0440 × 10− 04 9.9999 × 10− 07 1.0805 × 10− 04

0.5 6.0586 × 10− 07 1.7873 × 10− 05 3.4450 × 10− 06 1.0415 × 10− 04 4.4338 × 10− 06 2.0982 × 10− 04

0.6 4.7300 × 10− 07 8.8468 × 10− 06 5.4771 × 10− 06 9.4097 × 10− 05 1.1129 × 10− 05 2.6828 × 10− 04

0.7 3.1047 × 10− 07 3.9505 × 10− 06 7.8580 × 10− 06 8.3724 × 10− 05 1.9255 × 10− 05 2.6241 × 10− 04

0.8 1.1517 × 10− 07 1.0498 × 10− 06 1.0620 × 10− 05 7.4815 × 10− 05 2.8990 × 10− 05 2.4108 × 10− 04

0.9 1.1613 × 10− 07 7.8890 × 10− 07 1.3798 × 10− 05 6.7485 × 10− 05 4.0525 × 10− 05 2.1799 × 10− 04

1.0 3.8674 × 10− 07 2.0200 × 10− 06 1.7422 × 10− 05 6.1497 × 10− 05 5.4056 × 10− 05 1.9695 × 10− 04
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Figure 9: (a) Te comparison of the numerical solution (dashed lines) and exact solutions (markers) for problem 3 using the FRM. (b) Te
comparison of AbError (dashed lines) and RLError (markers) for problem 3 using the FRM.
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Figure 10: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 4 using TLM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 4 using HYM.
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Figure 11: (a) Te comparison of AbError (dashed lines) and RLError (markers) for problem 4 using the STM. (b) Te comparison of AbError
(dashed lines) and RLError (markers) for problem 4 using the ZKM.
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4. Conclusion

A class of integrodiferential equations with fractal-
fractional diferential operators has been investigated.
Te concerned class plays an important role in real-world
complex problems. In addition, we have used the prop-
erties of the Laplace transform to derive exact solutions of
the considered integrodiferential equations under the
Caputo fractal-fractional derivative. Moreover, we have
obtained the approximate solutions of given inte-
grodiferential equations via numerically inverting the
Laplace transform. Here, we remark that for numerical
inversion of the Laplace transform, we have evaluated fve
diferent numerical schemes. Te performance of the
proposed numerical schemes has been proven via ex-
amples. All the numerical inversion techniques have
produced very accurate results. However, it was observed
that among all the methods, the contour integration
method using the HYM performed better. Te results
obtained led us to believe that the numerical Laplace
inversion techniques often depend on the choice of a free
parameter. In addition, it is advantageous to either use
more than one inversion technique or perform experi-
mentation and study the efect of the free parameter on the
solution. In our future work, we are interested to obtain
the exact solution of integrodiferential equations with
Caputo–Fabrizio and Atangana–Baleanu fractal-
fractional diferential operators.
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