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In this paper, two novel methodologies of employing machine learning (here, the type-2 fuzzy system) are presented to control
a multiagent system in which the agents are fexible joint robots. In the previous methods, the static mode controller has been
investigated, which has little fexibility and cannot measure all the states of the system, but in the method presented in this paper,
we can eliminate these disadvantages. Te control signal is consisting of feedback from the output and the estimated states of the
system. In the frst method, the control signal coefcients are calculated from the linear matrix inequality (LMI), followed by
a type-2 fuzzy system that adds the compensation signal to the control signal. In the second method, the type-2 fuzzy system is
directly used to estimate the control signal coefcients which do not employ LMI. Both methods have their disadvantages and
benefts, so in general, one of these two methods cannot be considered superior. To prove the efectiveness of the two proposed
methods, a topology with four robots has been considered. Both proposed methods have been evaluated for controlling the angle
and speed of the robot link. Also, another simulation was made without using the fuzzy system to verify the importance of our
methods. Simulation results indicate the proper efciency of proposed methods, especially in presence of uncertainty in the
system.

1. Introduction

Multiagent systems are the solution to many problems such
as horizon facing humans.Tese types of systems have many
advantages over conventional and mono-operating systems,
including that working in most situations. Tis means that
because they do not have a single thinking brain and the
decision-making is distributed among the agents, even in
case of partial failure, they will continue to work. Agent-
based systems facilitate parallel processing, parallel pro-
cessing means that instead of using one processor to perform
a task with high computations and heavy processing, the task
will be broken into smaller processes with less computa-
tional usage [1–4]. Recently, the analysis and control of
synchronous behavior of robotic multi-agent systems have
been an interesting topic for researchers. An agent is defned
as any object that is understandable by using the

environment sensor and afected by the stimulus on it can be
considered an agent [5–9] such as an intelligent robot
equipped with a camera as a sensor and wheels as a stimulus
and a manipulator performing specifc operations on
a workpiece. Many practical applications must have multiple
agents working together to pursue a more common purpose
while accomplishing their independent objectives. Tis kind
of group with the mentioned features forms a multiagent
system [10, 11].

Controlling cohort robots as an example of multiagent
systems is one of the most challenging topics in robotics.
Complex and challenging operations that may be performed
with an enormous, expensive, high degree of freedom, and
complex design robot can be achieved with the cooperation
of a group of small and similar robots [12–14]. Te assembly
of parts with complex geometry is an aspect of showing the
importance of collaboration in robots [15–17]. Despite this
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advantage, robotic cohort systems are more challenging to
control than a robot; in these systems, the dynamic equa-
tions of the set of robots concerning each other create in-
teractions. Te volume of relationships increases and leads
to more complex control problems [18–20].

Te scope of application of manipulators in various op-
erations is increasing, and the broadening of research and
studies in this feld is an excellent example of this fact [21–23].
Tese operations include assembly, welding, cutting, dyeing,
crane links, atomic microscope, and the defense and security
industries. Te future is expected to see the use of powerful
manipulators in space exploration and complex subsea op-
erations in the oceans. Manipulators are divided into fexible
and rigid categories in terms of design, material, and type of
operation. In a fexible manipulator, the dynamics of the link
or joint are elastic.Te high acceleration of the link movement
and its light, long, and narrow material are the two reasons
that cause the component to be elastic and its direction de-
viation during work. Te elasticity of the link causes more
deviations and vibrations, increases the sitting time, and re-
duces the accuracy of the position of the grasp (clamp or end
toe of the manipulator) [24–26]. Complicating the governing
equations and adding severe nonlinear efects make it more
difcult for these manipulators to accurately identify and
control the design. In fact, of these problems, the benefts of
link fexibility in some applications are signifcant [27, 28].
Increased load-carrying capacity, reduced energy consump-
tion and no need to use high-consumption actuators, cheaper
manipulators, faster acceleration in link movement, increased
user efciency due to the use of light links, and safer use due to
low link inertia are the benefts. Te important thing is the
manipulator with a fexible link [29, 30]. Flexibility in the joints
is often due to the elastic properties of the motor shaft and
power transmission elements from the motor to link or from
component to link, such as the gearbox, belt, and pulley. Any
manipulator has fexible joints, and the assumption that the
joint is rigid is merely a simplifying assumption. From
a modeling perspective, the internal curvature and torsion
between the actuator and the link are modeled with a torsional
spring [31]. Te base of the manipulator can also be rigid or
fexible. Te pros and cons of the base elastic type were
presented in [32]. Te efect of fexibility in joints has more
appearance when the robot moves with high velocity and
acceleration and carries a heavy load. Due to design and
application type, a manipulator can have rigid or fexible
dynamics. Its dynamics will be fexible if, in an application, the
manipulator is constructed for transportation as required or
works in a slight domain and with high acceleration. However,
a large-scale industrial manipulator, in which the accuracy of
the position of the grasp is very important and works with
heavy loads, is made rigid [33].

Sometimes, in multiagent systems, it is required that
agent’s concurrence in a certain quantity that is dependent on
their states, and eventually, corresponding agents’ states
converge to an identical vector. For instance, in industry,
lifting an object or embarkments of a large piece requires that
the manipulators have similar positions. Tis problem in
multiagent systems has been known as consensus. Tere is no
coordination in this state, and the agents are concurrence in

case of the fnal value of their conditions, but also in another
state, there is an agent as a leader and other agents follow it.
Te second state is used when multiple manipulators are far
apart, and when the operator adjusts one of the robots, the
farther robots also follow its position and states. Other
consensus applications in multiagent systems include con-
trolling the arrangement of robotic systems and arranging the
motion of satellites. Te consensus problem for any multi-
agent system is that it requires modeling agents, their com-
munication network, and the use of appropriate control law.
Tis rule is adopted based on the specifc characteristics of the
control agents and objectives\constraints created by the
system environment. In most of these methods, problem
constraints are represented asmatrix inequalities in the design
process, and how they are solved plays an essential role in
determining the values of the controller [34–38].

It is inevitable to extract the robots’ equation of motion to
dynamic simulation and controller design. It is commonly
done manually in manipulators with restricted links [39].
Modeling and control of diferent manipulators with various
degrees of freedom are presented in [40]. A single-link ma-
nipulator with a fexible joint has a nonlinear model but
a Lipschitz form. Tere are multiple papers regarding regu-
lative control and solving a consensus problem for Lipschitz
systems [22]. In [41], assuming that the Lipschitz condition is
met for the nonlinear term of each agent, and using the
Lyapunov stability theory, the static feedback controller is
designed to guarantee consensus without a leader. Absolute
inequality is also in the form of linear matrix inequalities. In
this paper, the performance design of H∞ in the presence of
environmental noise has also been investigated. In [42],
consensus without a leader has been formatted for a situation
in which agents intermittently, not continuously, receive each
other information. Te designed controller is still the state
feedback. By virtue of the abovementioned and many other
references, utilization of the Laplacian matrix has the most
important in the proposed algorithm. One of the methods
that worked for consensus in linear multiagent systems that
interact with each other in the form of decentralized is the
output feedback [43–45]. For consensus without a leader in
linear multiagent systems, the design of a decentralized
controller for dynamic output feedback is in the working
plans. In addition to the restriction of the agent’s linearization,
the creation of the controller also leads to the solving of the
Bilinear matrix inequalities, and a repetitive homotopic
method has been adopted [46–48]. Numerical calculations in
bilinear matrix inequalities are much more complex and to
solve these inequalities categories, there is no efective al-
gorithm that includes all the forms [49–51]. In [52], the
problem of designing the output feedback controller for
extensive-scale systems with nonlinear uncertainty has been
investigated. To transform bilinear matrix inequalities to
linear matrix inequalities and their explicit solution with
software, an evolutionary method has been proposed.

Considering the existing challenges to control fexible
multiagent robots, as well as the ability to measure and
control all system states, a control method is needed. In this
paper, the design problem of a dynamic output feedback
controller to guarantee consensus, which was previously
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designed for linear systems, has been generalized to Lip-
schitz nonlinear systems. Unlike previous works, the con-
fguration of the problem and design, in a way that selects the
order of controller, is in the authorization of the designer
and can easily compare the result of a diferent order of
controllers and pick the ideal case. Meanwhile, the fnal
matrix inequality is linear and could determine the con-
troller parameters using implemented efcient algorithms in
the existing software. Consensus in the single-link manip-
ulator with fexible joint has been investigated in the pre-
vious works using a static state feedback controller.
Terefore, all system states should be measured, i.e., an
observer should be designed to extract the states. As the
output feedback controller is more practical than the mode
feedback and more fexible of the dynamic controller than
the static one, in this paper, the dynamic output feedback
controller has been selected to design. Te main contribu-
tions of this paper are as follows:

(1) Design of a dynamic output feedback controller for
nonlinear Lipschitz systems to ensure consensus

(2) Using linear matrix inequality (LMI) to determine
control signal coefcients

(3) Presenting a type-2 fuzzy method to control a mul-
tiagent system

(4) Examining the results and proving the efectiveness
of the proposed control method

In the second section, the required prerequisites have
been presented in the following.Te third section introduces
a single-link manipulator with a fexible joint, and the
decentralized fxed-order output feedback controller is
designed for consensus without a leader. Te fourth section
investigates the numerical example of this system and
compares it against other state of the art. Finally, the results
and the conclusion of the work have been presented.

2. Mathematical Descriptions

Tis section presents the requiredmath introductions for the
problem statement in brief.

2.1. Te Used Symbols. Te x ∈ Rm term introduces a real
column vector of m member; the ⊗ symbol expresses the
Kronecker multiplied between two matrices.Te In term is the
identity matrix and the ∗ symbol is used in the matrix arrays,
indicating the transpose of the symmetric array of thatmember
relative to themain diagonal. Also, for the symmetric matrixA,
the A> 0 symbol means the positive deterministic of that. Te
‖0‖ term introduces the matrix norm and diag(A, B) expresses
the diagonal block matrix created from A and B.

2.2. Expressing the Multiagent Systems Using the Graph
Teory. To illustrate the distribution of multiagent systems,
internal connections, and their network topology, di-
rectional graphs are used. Tis graph shows each agent with
one node and the relation between each pair of an agent with
one edge. A directional graph with N node is introduced

with g � (V, E, A) that V � (v1, v2, . . . , vN) is the set of
nodes and E⊆V × V is the set of edges. Te existence of
(vi, vj) edge in the graph expresses the receiving information
of the agent vj via vi. In this model, A � [aij] ∈ RN×N is the
adjacency matrix. If agent i receives the notifcation of agent
j (the directional edge from j to i would have existed), aij > 0;
otherwise, aij � 0 is assumed (aii � 0).

A neighboring set of an agent is shown with Ni. Te
member of this set for the agent number i are the agents that
receive their information: Ni � vi ∈ V, (vj, vi) ∈ E􏽮 􏽯 [14].

2.3. Laplacian Matrix and Important Properties. By in-
vestigating the Laplacian matrix with a corresponding
network, it is possible to understand the properties of the
corresponding network graph and its agent’s relation.
Laplacian matrix L � [lij] ∈ RN×N related to the diagram of
g � (V, E, A) is def ned in the following equation [17]:

lij � 􏽘
j∈Ni

aij;

lij � − aij

∀i≠ j;   i, j � 1, . . . , N.

(1)

For the formation of the Laplacian matrix, aij in the case
of being nonzero, each number can be assumed. One of the
essential features of the Laplacian matrix is the imperfection
of its order (N − 1 order). Tat means the zero number will
be its eigenvalue surely. Te eigenvector corresponding to
the eigenvalue of zeros is the unit vector (1 � [1, 1, . . . , 1]T).

Graph g is a spanning tree, if and only if the Laplacian
matrix has only one eigenvalue of zero and all other values
have the positive real part. Te smallest nonzero eigenvalue
of the Laplacian matrix of graph g is called the second ei-
genvalue and is shown with λ2(L(g)). It is proved that the
second eigenvalue indicates the amount of the graph as-
sociative. In other words, the larger the second eigenvalue
means the more edge number in the graph and the denser
the network.

A subgraph tree without a loop is from the main graph,
and each node has only one input edge, except for one node
that has no input and is named the tree root. A graph in-
cludes a spanning tree if a subset of its edges can be found to
form a tree that consists of all nodes [53–55]. It should be
noted that the necessary condition for the understanding of
consensus in a multiagent system is the presence of at least
one spanning tree in the connection graph of agents [56–58].

2.4. Consensus Based on the LaplacianMatrix. As mentioned
before, the number zero is certainly the eigenvalue of the
Laplacian matrix, and the unit vector is the corresponding
eigenvector [59–61]. In this section, by considering a simple
model for each agent, the basis of the consensus based on the
Laplacian matrix is shown. Te dynamics of each agent in
a multiagent system are assumed in the case of the following
equation:

_x � ui, i � 1, . . . , N, (2)
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where x is the position of each agent, u is the controller
output, and N is the number of agents in the multiagent
system. System (2) is called an integrator.

Te problem of consensus in states indeed means fnding
the appropriate us that due to the agent itself information
and neighbor agents, the corresponding states of all agents
are moved to an equal value. Te problem of consensus in
states indeed means fnding the appropriate use that due to
the agent itself information and neighbor agents, the cor-
responding states of all agents are moved to an equal value,
which can be seen in the following equation:

lim
t⟶∞

| xi(t) − xj(t) | � 0, ∀i≠ j. (3)

Te controller law is proposed in the form of the fol-
lowing equation:

ui � 􏽘
j∈Ni

xj − xi􏼐 􏼑. (4)

Its idea is to reduce the diference between the intended
agent state with its neighbors.

If X � [x1x2 . . . xN]T and U � [u1u2 . . . uN]T are con-
sidered, due to the defnition of the Laplacian matrix in
equation (1), the controller law of equation (4) is changing to
the following equation:

U � − LX, (5)

and the closed-loop system in this state is converting in the
form of the following equation:

_X � − LX. (6)

Since the eigenvalues of the Laplacian matrix corre-
sponding with a single-piece graph is continuously negative,
the − L eigenvalues are consistently nonpositive and the
system is stable [20]. Terefore, limt⟶∞

_X � 0 and in
consequence, limt⟶∞LX � 0. Te fnal values of the X
vector are assumed in the case of X∗ � [x∗1x∗2 . . . x∗N]T. Tus,
it can be said that LX∗ � L[x∗1x∗2 . . . x∗N]T � 0. Based on the
Laplacian matrix characteristics, the unit vector is its ei-
genvector. It means that L(c[1, . . . , 1]T) � 0 and
X∗ � c[1, . . . , 1]T. Te number c is the consensus value [21].

Method 1 [22]: a result from S-procedure: suppose two
symmetrical and codimensional matrices of T0 and T1.
It is assumed that equation (7) for those two is
determinate.

ζT
T1ζ ≥ 0, ζT

T0ζ > 0, ∀ζ ≠ 0. (7)

If there is a τ ≥ 0 in a way that T0 − τT1 > 0, then the
assumption in equation (7) is determinate and
vice versa.
Method 2 [15]: Schur complement: the Schur com-
plement method converts many nonlinear inequalities
in the form of equation (8) to linear matrix inequalities.

R(x)> 0, Q(x) − S(x)R
− 1

(x)S
T
(x)> 0, (8)

where R (x) and Q (x) both are symmetrical matrices,
and the Schur complement converts the inequalities of
equation (8) to the following linear inequalities:

Q(x) S(x)

∗ R(x)
􏼠 􏼡> 0. (9)

3. Problem Statement and Output Feedback
Controller Design

In this section, the consensus in a multiagent system con-
sisting of fexible joint robot will be investigated while in-
troducing the dynamic of the single-link robot with a fexible
joint. In Figure 1, the experimental plan of a robotic link
with a single degree of freedom and fexible joint has been
shown [41].

In Figure 2, the angular rotation direction of the engine
and link, the modeling of the joint with a torsional spring,
and the link’s general performance are considered [25].

By using the governing laws in physics, the dynamic of
each agent can be stated in the form of the following
equation [42]:

Jl
€θl + mgl sin θl( 􏼁 + k θl − θm( 􏼁 � 0,

Jm
€θm + k θm − θl( 􏼁 + B _θm � Kτu,

(10)

where k is the spring constant, Kτ is determined efciency,
Jm and Jl are the inertia of the engine and link, re-
spectively, u is the controlling input vector, B is the
bearing friction, andm and l are the mass and the half-link
length, respectively. In this manipulator, if the link works
at the horizontal state and has no height change, its model
becomes entirely linear; but in practice, the application of
the vertical state is more. By the defnition of angular
velocity as an angular position derivative, the frst-order
equations are obtained as follows:

_θm � ωm,

_ωm �
k

Jm

θl − θm( 􏼁 −
B

Jm

ωm +
Kτ

Jm

u,

_θl � ωl,

_ωl � −
k

Jm

θl − θm( 􏼁 −
mgh

Jl

sin θl( 􏼁.

(11)

According to equation (11), the ith model of a robot in
a multiagent system with N agent is expressed in the fol-
lowing equation:

_xi � Axi + Bui + hi(x), i � 1, . . . , N,

yi � Cxi.
(12)

In system (11), xi � (θT
mω

T
mθ

T
l ω

T
l )T ∈ R4 is the states

vector of each robot, hi(x) � (000 − (mgh/Jl) sin(θl))
T is

the nonlinear sentence of each robot, and
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B � (0(Kτ/Jm)00)T. In this system, two separate outputs of

ωm and θm are defned as C �
1 0 0 0
0 1 0 0􏼠 􏼡.

A system that is expressed in the form of equation (12)
and satisfes the below condition is called in terms of the
Lipschitz nonlinear system [11].

‖h(x) − h(y)‖≤ω‖x − y‖, ∀x, y ∈ R
n
, (13)

where ω> 0 is the Lipschitz constant. Tere are many ad-
vantages to designing controllers for systems in this form.
Methods based on linear matrix inequalities for the design of
resistant dynamic feedback controllers or linear observers
can be easily implemented for such systems. Also, many
linear systems subjected to a network working together have
unidentifable mutual efects on each other. By modeling
each subsystem to a form of equation (12), the robustness of
the whole system can be guaranteed compared to mutual
efects [25].

In general state, h(xi) is a linear piecewise vectorized
function towards both t and xi arguments that satisfy
equation (14) in the association feld.

hi t, xi( 􏼁
T
hi t, xi( 􏼁≤ α2i x

T
i H

T

i Hi􏼒 􏼓xi. (14)

In equation (14), xi ∈ Rn and Hi is a n × n known
matrix. α is also the maximum bound that established
equation (14).

As mentioned, the consensus problem is the means of
a controller design that can converge the agent’s states to
a standard vector due to the agents’ relation manner with
each other. As mentioned, the consensus problem is the
means of a controller design that can converge the agent’s
states to a standard vector due to the agents’ relation manner
with each other as shown in the following equation [14]:

lim
t⟶∞

‖ xi(t) − xj(t) ‖ � 0, ∀i≠ j. (15)

To accomplish the consensus following equation (15),
frst, all of the existing agents to a form of equation (12), in an
N agent system, in the form of the unit system but with
a large dimension is expressed as in the following equation:

_x � ADx + BDu + h(x), x ∈ R
4×N

, u ∈ R
N

,

y � CDx, y ∈ R
2×N

.
(16)

In equation (16), x � [x1
T, x2

T, . . . , xN
T]T exemplifes

the state vector of the whole system, u � [u1
T,

u2
T, . . . , uN

T]T is a vector of controller inputs and h(x) �

[h1(x1)
T, h2(x2)

T, . . . , hN(xN)T]T is the vector of nonlinear
sentences of the entire system, and y � [y1

T, y2
T, . . . , yN

T]T

is the output vector. Also, AD � IN ⊗A, BD � IN ⊗B,

CD � IN ⊗C.
Now, H

T
� [H1

T
, . . . , HN

T
] and Γ � diag(c1I4, . . . ,

cNI4) is considered. It has been shown in [9] that by defning
ci � αi

− 2, the H and Γ matrices can consistently be found
according to the following equation:

h(t, x)
T
h(t, x)≤x

T
H

TΓ− 1H≤x
T

H
TΓ− 1Hx, (17)

where H � diag(H1, . . . , HN), Γ � diag(c1I4, . . . , cNI4),
and ci > 0.

Now, to reach a consensus, the output feedback
decentralized controller expressed in [14] is used by nc
constant order equation as follows:

_􏽢x � 􏽢AD􏽢x + 􏽢BDL
C

y, 􏽢x ∈ R
ncN

,

u � 􏽢CD􏽢x + 􏽢DDL
C

y.
(18)

In controller (18), 􏽢x � [􏽢x1
T, 􏽢x2

T, . . . , 􏽢xN
T]T is the set of

controller states and L
C

� L⊗ I2. 􏽢AD, 􏽢BD, 􏽢CD, and 􏽢DD have
the structure in the following form:

􏽢AD � diag 􏽢A1,
􏽢A2, . . . , 􏽢AN􏼐 􏼑,

􏽢BD � diag 􏽢B1,
􏽢B2, . . . , 􏽢BN􏼐 􏼑,

􏽢CD � diag 􏽢C1,
􏽢C2, . . . , 􏽢CN􏼐 􏼑,

􏽢DD � diag 􏽢D1, 􏽢D2, . . . , 􏽢DN􏼐 􏼑.

(19)

Theorem 1. Te dynamic output controller of equation (18)
conveys the consensus of the defned system in equation (12) if
there has been the symmetrical and determined positive
matrix of P in the form of equation:

mgl

k
θ1 θm

Figure 2: Schematic sketch of the single-link robot with
fexible joint.

DC Engine

m Torsional
Spring

k

jm j1

Optical Axis Encoder

Figure 1: Plan of the single-link robot with fexible joint.
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P � diag P1, P2( 􏼁,

P1 � diag p11, p12, . . . , p1N( 􏼁,

P2 � diag p21, p22, . . . , p2N( 􏼁,

p1i ∈ R
4×4

, p2i ∈ R
nc×nc i � 1, . . . , N,

(20)

and the R, Z, M, Q, H, and Γ matrices of the positive scalar of
τ, (equation (21)), as it is confrmed:

L + τ
H

TΓ− 1H 0

∗ 0
⎡⎣ ⎤⎦ P

∗ − τI

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠< 0. (21)

In equation (21), Γ � diag(c1I4, . . . , cNI4) and accord-
ing to equation:

L � A
T
P + PA + 2λP

�

A
T
DP1 + L

T
CC

T
DQ

T
+ P1AD

+QCDLC + 2λP1

L
T
CC

T
DZ

T
+ M

∗ R
T

+ R + 2λP2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(22)

Also, controller parameters of equation (18) will be
computable from equation:

􏽢AD � P2
− 1

R,

􏽢BD � P2
− 1

Z,

􏽢CD � P1BD( 􏼁
T

P1BD( 􏼁􏼐 􏼑
− 1

P1BD( 􏼁
T
M,

􏽢DD � P1BD( 􏼁
T

P1BD( 􏼁􏼐 􏼑
− 1

P1BD( 􏼁
T
Q.

(23)

Proving: By applying the controller of equation (18) to
a defned system in equation (16), the state-space form of
a closed-loop system can be written as an equation:

_x � Ax + z. (24)

Which in that x � [xT, 􏽢xT]T,

A �
AD + BD

􏽢DDL
C

CD BD
􏽢CD

􏽢BDL
C

CD
􏽢AD

􏼠 􏼡 and z �
h(t, x)

0nN×1
􏼢 􏼣.

So that the dimension of diagonal block Laplacianmatrix
of L

C
being afected by the number of states of each agent

and the nine output of (q), with the below procedure, is
substituted by LC � L⊗ In:

L
C

CD � L⊗ Iq􏼐 􏼑 IN ⊗C( 􏼁 � LIN( 􏼁⊗ IqC􏼐 􏼑

� INL( 􏼁⊗ CIn( 􏼁 � IN ⊗C( 􏼁 L⊗ In( 􏼁

� CDLC.

(25)

Now, the A form is changed to the below form:

A �
AD + BD

􏽢DDCDLC BD
􏽢CD

􏽢BDCDLC
􏽢AD

⎛⎝ ⎞⎠. (26)

Presently, so that the system of equation (24) is stable
and during the guarantee of stability, the unknown pa-
rameters of the controller will also be obtained, by using the
below function of square Lyapunov, the standard of Lya-
punov stability theorem is defned as an equation.

V � x
T
Px. (27)

Te symmetrical and determined positive matrix of P is
assumed in the form of equation (20).

To improve the convergence rate of system states, by
defning the positive and desired parameter of λ, the Lya-
punov stability theorem is written for convergence of eλtx(t)

to zero. Hence, by diferentiation from equation (27) and
substituting of equations, the system of equation (24) has the
form of equation:

dV

dt
�

d e
λt

x􏼐 􏼑
T

dt
P e

λt
x􏼐 􏼑 + e

λt
x􏼐 􏼑

T
P

d e
λt

x􏼐 􏼑

dt

� e
λt

x
T 2λP + A

T
P + PA􏼒 􏼓x + z

T
Px + xPz􏼔 􏼕e

λt
� e

λt
x

z

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

T
L P

∗ 0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

x

z

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦e
λt

,

(28)

where L is the term defned in equation (22) so that the
closed loop of the system in equation (24) be stable, equation
(28) should be determined negative or, in other words; its
analogy is the determined positive equation.

−
x

z
􏼢 􏼣

T
L P

∗ 0
􏼢 􏼣

x

z
􏼢 􏼣≥ 0. (29)

Due to the positivity of the scalar of eλt, it is eliminated
without the efect of the above inequality. Now, due to the
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defnition of z and based on what is expressed in equations
(15) and (30) can be written as below:

z
T
z≤ x

T
H

TΓ− 1H􏼐 􏼑x. (30)

Te equation (30) can be rewritten in the form of
equation (31) matrix:

x

z
􏼢 􏼣

T H
TΓ− 1H 0

∗ 0
⎡⎣ ⎤⎦ 0

∗ − I

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

z
􏼢 􏼣≥ 0. (31)

Now, due to equations (29) and (31), and by the use of
method 1 (S-procedure), equation (32) is

x

z
􏼢 􏼣

T H
TΓ− 1H 0

∗ 0
⎡⎣ ⎤⎦ 0

∗ − τI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

x

z
􏼢 􏼣< 0. (32)

According to the characterization of the non-linear
sentence, an appropriate value for Γ can be found by use
of equation (30). Te larger values designated do not create
any difculty; the locality of fnding controller parameters
will be restricted. To establish equations (18) and (32) is
required to be signifed. End of proving.

Corollary 2. If the non-linear sentences are not unidentif-
able or appear as uncertain, or are efective in the obstructive
input environment, the Γ is also unknown. Terefore, the
unknown parameters of τ and Γ must be separated from each
other till equation (32) become the form of linear matrix
inequalities. For this reason, the Schur complimentary
technique has been used and the equation (21) rescript in the
form of equation:

L P τ(H 0)
T

∗ − τl 0

∗ ∗ − 􏽢Γ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (33)

In inequalities of equation (33), 􏽢Γ � τΓ, 􏽢Γ � diag
(􏽢c1I4, . . . , 􏽢cNI4). From equation (17), it can be deduced that
by minimizing ci s, the Γ is also minimized. In this manner,
the Γ− 1 and the 􏽢Γ− 1 are also maximized in consequence.
Meanwhile, to obtain the most assured bound for the ex-
pression of equation (17), the matrix inequalities of equation
(33) are calculated with the aim of minimizing 􏽐

N
i�1􏽢ci.

4. Proposed Type-2 Fuzzy System

Te proposed type 2 fuzzy neural network is shown in
Figure 3.

Equation (34) represents the calculations of the frst
layer:

∅ji xj􏼐 􏼑 �

xj − c
1
ji􏼐 􏼑

2
, xj < c

1
ji,

1, c
1
ji ≤ xj ≤ c

2
ji,

xj − c
2
ji􏼐 􏼑

2
, xj > c

2
ji,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∅ji xj􏼐 􏼑 �

xj − c
2
ji􏼐 􏼑

2
, xj ≤

c
1
ji + c

2
ji

2
,

xj − c
1
ji􏼐 􏼑

2
, xj >

c
1
ji + c

2
ji

2
.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(34)

Te upper and lower of the ith neuron and the jth input
are denoted by ∅ji and ∅ji, respectively. Equation (35)
represents the output of the frst layer.

∅i(x) � exp −
􏽐

n+1
j�1

􏽥∅ji xj􏼐 􏼑

σ2i
⎛⎝ ⎞⎠,

∅i(x) � exp −
􏽐

n+1
j�1 ∅ji xj􏼐 􏼑

σ2i
⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(35)

where ∅i and ∅i are the upper and lower of the ith neuron
(i � 1, 2, . . . , m), respectively. x ∈ (xj), j � 1, . . . , n is the
input vector, and cji ∈ [c1ji, c2ji] is the center of all the type-2
fuzzy neurons. Equation (36) represents the endpoints of the
second layer.

xtn

xt1

y1

y
∑/2

yr

Ø1

Ø1

Øn

Øn

W 2
~

W 1
~

W 2
~

W 1
~

W r
~

W l
~

Figure 3: Proposed type 2 fuzzy neural network. (Figure 3 is
reproduced from Hesarian et al. [62] [under the Creative Com-
mons Attribution License/public domain]).
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􏽢yl �
􏽐

q
i�1∅i(x)c

2
wi
σwi

+ 􏽐
m
i�q+1∅i(x)c

1
wi
σwi

􏽐
q
i�1∅i(x)σwi

+ 􏽐
m
i�q+1∅i(x)σwi

,

􏽢yr �
􏽐

p

i�1∅i(x)c
1
wi
σwi

+ 􏽐
m
i�p+1∅i(x)c

2
wi
σwi

􏽐
p
i�1∅i(x)σwi

+ 􏽐
m
i�p+1∅i(x)σwi

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(36)

where p and q are the left and right switching points of the
Type-II fuzzy system. Also in this equation, m, wi, cwi

, and
σwi

are the mean value of the frst layer neurons, the weights,
the center of weights, and the spread of weights, respectively.
Equation (37) represents the general output of the network.

􏽢y �
1
2

􏽐
q

i�1􏽢yrc
r
wi
σwi

+ 􏽐
m
i�q+1􏽢ylc

l
wi
σwi

􏽐
q
i�1􏽢yrσwi

+ 􏽐
m
i�q+1􏽢ylσwi

, (37)

where, crwi
and clwi

are the centers 􏽥Wr of and 􏽥Wl, respectively.
As seen in Figure 3 and equations (34) and (35), the pro-
posed type-2 fuzzy system is an investigated radial basis
function neural network In fact, our proposed model has
two major diferences with the existing works: one is the use
of type-2 fuzzy membership functions in the hidden layer
and the other is the presence of feedback from the output of
the neural network to the neurons of the hidden layer. Te
details and equations of updating the parameters of type-2
fuzzy system are stated in the appendix section.

As mentioned in the abstract, two methods are proposed
in this article. In the frst method, equation (18) is written in
the following form.

_􏽢x � 􏽢AD􏽢x + 􏽢BDL
C

y,

u � 􏽢CD􏽢x + 􏽢DDL
C

y + ufuzzy,
(38)

where ufuzzy is calculated by the fuzzy system and according
to the amount of error. But in the second method, the
parameters of equation (23) are calculated by the fuzzy
system, so there is no need to solve LMI.

5. Simulation Results

Tis section investigates a multi-agent system with three
agents to assess the designed method. Each of them is an
experimental single-link robot with a fexible joint. All
simulations are done in MATLAB/Simulink software en-
vironment and this experimental model’s parameters have
been reported in Table 1. Tese values are selected according
to reference [43].

By substituting the numerical values of parameters, the
state space of the system is obtained in equation (34) in the
form of equation (12) with A, B, C, and h.

A �

0 1 0 0

− 48.6 − 1.25 48.6 0

0 0 0 1

19.5 0 − 19.5 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

B �

0

21.6

0

0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

h � 0 0 0 − 3.33 sin θl( 􏼁( 􏼁
T
,

C � (10000100).

(39)

Tese three agents with a triangular topology illustrated
in Figure 3 relate to each other.

Due to Figure 3 and equation (1), the Laplacian matrix of
this system is written in the below form.

L �

1 0 0 − 1

− 1 1 0 0

0 − 1 1 0

0 0 − 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (40)

Supposing H � I12   and Γ � 30000I12 for covering the
upper bound of a non-linear sentence and also λ � 0.8 and
with simulating the above system in MATLAB and solving
the linear matrix inequalities obtained from equation (33)
with the YALMIP toolbox, the controller parameters with
second-order are extracted.

In Figure 4, the convergence of θm and θl and in Figure 5
also the convergence of ωm and ωl with an exact amount and
the establishment of consensus with second-order controller
(nc � 2) is observed:

Controlling multi-agent systems on the one hand and
controlling robots with fexible joints on the other hand are
two challenging issues. It can be clearly seen from
Figures 5–8 that the proposed method has a good perfor-
mance. In the following, both proposed methods are
compared with another method (output feedback).

From Figures 9–12, it is clear that both proposed
methods have similar performance and performmuch better
than the output feedback method. To compare the obtained
results with similar previous works, an algorithm and the
controller used in the [16] for consensus in agents in the
form of Lipschitz non-linear has been investigated. Te
proposed controller in [16] is in the below form:

uj � cK 􏽘
N

j�1
aij xi − xj􏼐 􏼑 (41)
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where c and K should be specifed, and aij is related to
a network adjacency matrix of agents.

Table 2 shows the comparison of integration of the
controller output’s area under the curve for four diferent

robots. In Table 3, controller parameters and the nearest pole
of a closed-loop system to the imaginary axis are observed as
a standard of relative stability. Te real value is the nearest
pole to the axis in both controllers.

Table 1: Specifcation of the single-link robot with fexible joint.

Robot specifcation Symbol Value Unit
Actuator interia (DC engine) Jm 0.0037 kgm2

Link interia Jl 0.0093 kgm2

Engine bearing movement friction B 0.046 NmV− 1

Coefcient of torsional spring constant k 0.18 Nmrad− 1

Efciency amplifer for control 0.008 NmV− 1

Link mass m 0.21 kg
Half-link length L 0.3 m
Engine angular rotation θm State variable rad
Link angular rotation θl State variable rad
Engine angular velocity ωm State variable rad·s− 1

Link angular velocity ωl State variable rad·s− 1

12

4 3

Figure 4: Te system of topology network with four agents.
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Figure 5: Tracking the reference link position by all 4 robots.
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For further comparison with the existing works, Table 4
shows the three criteria of RMSE, settling time and
overshoot.

As can be seen in Table 4, both proposed methods have
a much better performance than the methods presented in
[16, 26].
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Figure 6: Tracking the reference motor position by all 4 robots.

Robot1
Robot2

Robot3
Robot4

-20

-10

0

10

20

30

Li
nk

 S
pe

ed
 (d

eg
/s

)

2510 15 20 300 5
Time (s)

Figure 7: Te link speed of the all 4 robots.
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Figure 8: Te motor speed of the all 4 robots.
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Figure 9: Comparison of both proposed methods with output feedback method in reference link position tracking.

Reference
First Method

Second Method
Output Feedback

0

20

40

60

80

100

120

140

M
ot

or
 P

os
iti

on
 (d

eg
re

e)

5 10 15 20 25 300
Time (s)

Figure 10: Comparison of both proposed methods with output feedback method in reference motor position tracking.
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Figure 11: Link speed comparison of both proposed methods with output feedback method.
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Figure 12: Motor speed comparison of both proposed methods with output feedback method.

Table 2: Comparison of integration of the controller output’s area under the curve.

Integration of controller area in the
present method

Integration of controller area in the
method of [16]

Controller of robot 1 0.7589 2.9206
Controller of robot 2 0.7178 1.8167
Controller of robot 3 0.3745 2.8942
Controller of robot 4 0.5535 2.2643

Table 3: Parameters of the designed controller and the controller of [16].

Controller type Designed parameters Nearest pole to the
origin

Designed controller

A1 �
− 2.61 0.001
0.001 − 2.6103􏼠 􏼡, B1 �

0.0039 0.0021
0.0044 0.0025􏼠 􏼡

C1 � − 0.0023 − 0.0024( 􏼁, D1 � − 0.1386 − 0.2013( 􏼁

A2 �
− 2.614 0.001
0.001 − 2.615􏼠 􏼡, B2 �

0.0047 0.0024
0.005 0.0026􏼠 􏼡

C2 � − 0.0027 − 0.0029( 􏼁, D2 � − 0.1373 − 0.201( 􏼁

A3 �
− 2.619 0.001
0.001 − 2.603􏼠 􏼡, B3 �

0.004 0.0025
0.0045 0.0029􏼠 􏼡

C3 � − 0.0026 − 0.0029( 􏼁, D3 � − 0.138 − 0.201( 􏼁

− 0.362

Controller of [16] K � − 2.762 1.885 − 0.32 − 0.341( 􏼁 − 0.362

Table 4: Comparison of control methods.

Control method RMSE without uncertainty RMSE
with 20% uncertainty Settling time (s) Overshoot (%)

Method of [33] 0.51 0.75 10 37
Method of [44] 0.35 0.62 8 34
Our frst method 0.17 0.26 8 19
Our second method 0.16 0.24 7 21
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6. Conclusions

In this article, two completely innovative methods for
controlling multi-agent systems were introduced. Here, the
agents are robots with fexible joints, which is a very chal-
lenging problem. A lot of uncertainties, the presence of time
delays due to the fexible joint, etc. were among the problems
of the studied system.Te proposed solution of this article to
solve the above problems was to use computing intelligence
to estimate functions. Te type-2 fuzzy neural network was
able to overcome the mentioned challenges and provide
a suitable answer both independently and in addition to LMI
(As compensator). Both proposed methods work the same
and none of them had absolute superiority over the other. By
using the proposed method in this article, the challenges
related to fexible systems have been solved and time delays
have been eliminated. Also, all the states of the system have
been measured. In our frst method, RMSE without un-
certainty, RMSE with 20% uncertainty, Settling time (s), and
Overshoot are equal to 0.17, 0.26, 8, and 19%4, respectively,
and in our second method, these values are equal to 0.16,
0.24, 7, and 21%, respectively, and in comparison with
output feedback method, as shown in the simulation section,
it has much better and more suitable results.

Appendix

Te update relations of the parameters are as follows:

et � ydt − 􏽢yt,

Et �
1
2
e
2
t �

1
2

ydt − 􏽢yt( 􏼁
2
,

E � 􏽘
N

t�1
Et,

(A.1)

new
c
1
wi

�
old

c
1
wi

+ η∗ 0.5∗ et

z􏽢y

zc
1
wi

⎛⎝ ⎞⎠,

new
c
2
wi

�
old

c
2
wi

+ η∗ 0.5∗ et

z􏽢y

zc
2
wi

⎛⎝ ⎞⎠,

newσwi
�

oldσwi
+ η∗ 0.5∗ et

z􏽢y

zσwi

􏼠 􏼡,

new
c
1
i �

old
c
1
i + η∗ 0.5∗ et

z􏽢y

zc
1
i

􏼠 􏼡,

new
c
2
i �

old
c
2
i + η∗ 0.5∗ et

z􏽢y

zc
2
i

􏼠 􏼡,

newσi �
oldσi + η∗ 0.5∗ et

z􏽢y

zσi

􏼠 􏼡,

(A.2)

if i≤ q& i≤p

z􏽢y

zc
1
wi

�
∅i(x)σwi

􏽐
p
i�1∅i(x)σwi

+ 􏽐
m
i�p+1∅i(x)σwi

,

z􏽢y
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2
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�
∅i(x)σwi

􏽐
q
i�1∅i(x)σwi

+ 􏽐
m
i�q+1∅i(x)σwi

,

z􏽢y

zσwi

�
A − B

􏽐
q
i�1∅i(x)σwi

+ 􏽐
m
i�q+1∅i(x)σwi

􏼐 􏼑
2 +

C − D

􏽐
p
i�1∅i(x)σwi

+ 􏽐
m
i�p+1∅i(x)σwi

􏼐 􏼑
2,

A � ∅i(x)c
2
wi

􏼐 􏼑 􏽘

q

i�1
∅i(x)σwi

+ 􏽘
m

i�q+1
∅i(x)σwi

⎛⎝ ⎞⎠,

B � ∅i(x)( 􏼁 􏽘

q

i�1
∅i(x)c

2
wi
σwi

+ 􏽘
m

i�q+1
∅i(x)c

1
wi
σwi

⎛⎝ ⎞⎠,

C � ∅i(x)c
1
wi

􏼐 􏼑 􏽘

p

i�1
∅i(x)σwi

+ 􏽘
m

i�p+1
∅i(x)σwi

⎛⎝ ⎞⎠,

D � ∅i(x)( 􏼁 􏽘

p

i�1
∅i(x)c

1
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σwi

+ 􏽘
m
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2
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σwi

⎛⎝ ⎞⎠,

(A.3)

if i> q& i≤p
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Te derivative of the network output with respect to the
cell parameters of the radial basis function is in the following
form. For this purpose, the entrance space must be
separated frst.
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