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Figure S1: DCT Task Instructions

Figure 1

Figure S2: DCT Stimuli List

Figure 2: Full list of unique nouns (n=290) included in the DCT.
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Table S1: Study 1 - Classification Performance Metrics of All
Models

Table 1: Study 1

Table S2: Study 2 - Classification Performance Metrics of All
Models

Table 2: Study 2
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Figure S3:PHQ-9 Sum Score Distribution by Study

Figure 3: PHQ-9 sum score distribution for study 1 (left) and study 2 (right). Black dotted lines
indicate the median sum scores. Orange dotted lines indicate the depression threshold score (10).
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Figure S4: Proportion Proximal vs. Distal Demonstrative
Responses by Study and Group

Figure 4: Percentage of proximal and distal demonstrative choices by group (left: control, right:
depression) and study (top: study 1, bottom: study 2). Blue: distal demonstrative (”that”), orange:
proximal demonstrative (”this”)

.

Figure S5: Study 1 - ROC AUC Scores for All Models

Figure 5: Study 1. Receiver Operated Curve (ROC) and Area Under the Curve (AUC) by model.
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Figure S6: Study 1 - Confusion Matrices for All Models

Figure 6: Study 1. Classification confusion matrices. Percentage correct predictions with respect to
the true class. Red: lower values, green: higher values.
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Figure S7: Item Classification Coe�cients Predicted by Se-
mantic Feature Scores
Results of the post-hoc semantic analysis of the word e↵ects suggested that words scoring high on
trust, valence, dominance, and joy were associated with higher classification coe�cients, i.e., higher
likelihood of distal demonstrative choices in depression group than control group, while words scoring
high on fear, arousal, surprise, sadness and anger were associated with lower classification e↵ects,
i.e., higher likelihood of proximal demonstrative choices in depression group than control group
(Figure S7, Table S??, and Table S??). Results indicate that the direction of e↵ects replicate across
study 1 and study 2 (except for anticipation and disgust), however, the e↵ect of fear, trust, joy,
and anger in study 2 appear to be less robust than for study 1. The same e↵ects were observed
for the averaged bootstrapped word e↵ects in both study 1 and 2 (Figure S8) suggesting that these
semantic e↵ects are robust to random data-induced variability.

Figure 7: Posterior distributions of word-level classification coe�cients (mDCT+Demo) predicted
by semantic feature scores. Positive e↵ects indicate that higher semantic feature scores predict
higher classification e↵ect of the word (positive classification e↵ect). Negative e↵ects indicate that
higher semantic feature scores predict lower classification e↵ect of the word (negative classification
e↵ect). Orange: study 1. Blue: study 2. Black text denote the number of words used in model
estimation (the number of DCT items for which feature ratings were available).
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Figure S8: Bootstrapped Item Classification Coe�cients Pre-
dicted by Semantic Feature Scores

Figure 8: Posterior distributions of word-level classification e↵ects (averaged across bootstrapped
mDCT+Demo estimation) predicted by semantic feature scores. Positive e↵ects indicate that higher
semantic feature scores predict higher classification e↵ect of the word (positive classification e↵ect).
Negative e↵ects indicate that higher semantic feature scores predict lower classification e↵ect of
the word (negative classification e↵ect). Orange: study 1. Blue: study 2. Black text denote the
number of words used in model estimation (the number of DCT items for which feature ratings were
available).
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Table S3: Study 1 - Item Classification Coe�cients Predicted
by Semantic Feature Scores.

Feature Estimate Error 95% CI.l 95% CI.u

Valence 0.04 0.00 0.03 0.05
Arousal -0.01 0.01 -0.02 -0.00
Dominance 0.03 0.01 0.02 0.04
Anger -0.03 0.01 -0.05 -0.02
Anticipation 0.04 0.03 -0.03 0.10
Disgust -0.01 0.01 -0.04 0.01
Fear -0.03 0.01 -0.05 -0.00
Joy 0.02 0.01 0.00 0.04
Sadness -0.02 0.01 -0.05 0.01
Surprise -0.03 0.02 -0.08 0.01
Trust 0.06 0.01 0.03 0.09

Table 3: Study 1. Results of linear BRM predicting word-level classification coe�cients from se-
mantic feature scores. Each model was estimated separately.

Table S4: Study 2 - Item Classification Coe�cients Predicted
by Semantic Feature Scores.

Feature Estimate Error 95% CI.l 95% CI.u

Valence 0.02 0.01 0.01 0.03
Arousal -0.02 0.01 -0.03 0.00
Dominance 0.02 0.01 0.00 0.03
Anger -0.01 0.02 -0.04 0.03
Anticipation -0.00 0.04 -0.07 0.07
Disgust -0.03 0.02 -0.08 0.02
Fear -0.02 0.02 -0.05 0.01
Joy 0.03 0.01 -0.00 0.05
Sadness -0.02 0.02 -0.06 0.02
Surprise -0.03 0.02 -0.08 0.02
Trust 0.00 0.02 -0.04 0.05

Table 4: Study 2. Results of linear BRM predicting word-level classification coe�cients from se-
mantic feature scores. Each model was estimated separately.
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Figure S9: Study 2 - ROC AUC Scores for All Models

Figure 9: Study 2. Area Under the Curve (AUC) by model.

Figure S10: Study 2 - Confusion Matrices for All Models

Figure 10: Study 2. Classification confusion matrices. Percentage correct predictions with respect
to the true class. Red: lower values, green: higher values.
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Figure S11: Correlation of Bootstrapped Item Classification
Coe�cients for mDCT in Study 1 and Study 2

Figure 11: Correlation of average regression coe�cients (all words) of mDCT in study 1 and study
2 (averaged across 1000 bootstraps). Words are colored according to the absolute di↵erence between
the e↵ect in the two studies, where red indicates higher di↵erence and blue indicates lower di↵erence.
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Figure S12: Correlation of Bootstrapped Item Classification
Coe�cients for mDCT+Demo in Study 1 and Study 2

Figure 12: Correlation of average regression coe�cients (all words) of mDCT+Demo in study 1 and
study 2 (averaged across 1000 bootstraps). Words are colored according to the absolute di↵erence
between the e↵ect in the two studies, where red indicates higher di↵erence and blue indicates lower
di↵erence.
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Figure S13: Correlation of Bootstrapped Item Classification
Coe�cients for mRandomBaseline in Study 1 and Study 2

Figure 13: Correlation of average regression coe�cients (all words) of mRandomBaseline in study
1 and study 2 (averaged across 1000 bootstraps). Words are colored according to the absolute
di↵erence between the e↵ect in the two studies, where red indicates higher di↵erence and blue
indicates lower di↵erence.
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Table S5: Study 1 - PHQ-9 Sum Scores Predicted by Semantic
Subject Profiles

Feature Estimate Error 95% CI.l 95% Ci.u

Valence 4,1 1,61 0,91 7,22
Arousal 1,18 2,05 -2,83 2,25
Dominance 3,17 1,88 -0,52 6,78
Anger -4,45 1,34 -7,06 -1,87
Anticipation 2,82 1,49 -0,01 5,71
Disgust -4,02 1,12 -6,21 -1,83
Fear -3,98 1,19 -6,31 -1,64
Joy 5,66 1,42 2,86 8,42
Sadness -3,46 0,93 -5,27 -1,64
Surprise -1,55 1,38 -4,27 1,18
Trust 4,55 1,5 1,62 7,39

Table 5: Study 1. Results of Bayesian Regression Models predicting subject-level PHQ9 sum scores
from semantic feature scores. Each model was estimated separately.

Table S6: Study 2 - PHQ-9 Sum Scores Predicted by Semantic
Subject Profiles

Feature Estimate Error 95% CI.l 95% Ci.u

Valence 1,04 1,67 -2,24 4,32
Arousal -1,6 2,16 -5,96 2,58
Dominance 0,37 2,07 -3,56 4,51
Anger -3,79 1,29 -6,27 -1,24
Anticipation -0,09 1,51 -3,04 2,88
Disgust -3,01 1,08 -5,1 -0,91
Fear -3,96 1,2 -6,29 -1,68
Joy 1,93 1,4 -0,79 4,72
Sadness -3,22 0,91 -4,99 -1,41
Surprise -2,05 1,3 -4,63 0,5
Trust 1,06 1,52 -1,92 4,08

Table 6: Study 2. Results of Bayesian Regression Models predicting subject-level PHQ9 sum scores
from semantic feature scores. Each model was estimated separately.
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1 Supplementary Experimental Procedures

1.1 Additions to preregistered protocol

The preregistered protocol along with all code for this study can be found at the online OSF repos-
itory (https://osf.io/bqhyg/). The submitted study adheres to the procedure described in the pre-
registrered protocol. However, few elements have been added to the analysis for further data scrunity.
These include an additional model (mDCT+Demo) performing classification on PHQ-9 group from
a combination of DCT responses, gender and age. This model was included as results suggested that
while classification performance of demographic variables alone was poor, these variables do explain
some variance in the PHQ-9. Hence, mDCT+Demo was added to assess whether the DCT-based
classification model improved when accounting for gender- and age-related variance. Additionally, a
baseline model (mRandomBaseline) was added, testing classification accuracy on a randomly shuf-
fled version of the outcome variable (PHQ-9 class). This model served as benchmark for random
classification against which the alternative models could be evaluated. Further, post-hoc parametric
bootstrapping was applied to all models, as results revealed wide confidence intervals (CIs) for all
classification models. Thus, bootstrapping was performed to assess the sensitivity of the models to
specific random variation in the training data, and obtain a robust estimate of classification standard
deviations. Lastly, two post-hoc analyses were performed, aiming to evaluate semantic e↵ects of the
relationship between DCT behavior and PHQ-9 scores. These included 1) the relationship between
individual item (stimuli) classification coe�cients and semantic features, and 2) the relationship
between subject-wise semantic profiles and PHQ-9 scores. These allowed inferences on the extent to
which general semantic features drive the DCT-based classification results, moving beyond e↵ects
at the individual word level.

1.2 Participants

The experiments were conducted on the online platform Prolific (https://www.prolific.co). All
participants were native English speakers recruited through Prolific with minimum age of 18. No
other inclusion criteria were defined. To ensure the quality of responses, subjects were excluded
if they fulfilled at least one of three criteria indicating low e↵ort responses: 1) reaction time (RT)
below 300 ms. in more than 10% of the trials, 2) response (button) entropy below 0.80 indicating
a consistent response pattern irrespective of the stimuli (figure 14, and and 3) more than 3 of 15
failed attention checks.

Figure 14: Entropy equation

Study 1 1004 subjects participated in study 1, of which 204 subjects were excluded due to missing
data in either task- or questionnaire responses. Additionally, 8 subjects were excluded based on RT,
15 subjects were excluded based on response entropy, and 5 subjects were excluded based on attention
check performance. Data exclusion yielded a final sample of 775 participants (gender: 352 female,
412 male, 10 non-binary, and 1 other; age: 159 were 18-29 years, 211 were 30-39 years, 147 were
40-49 years, 149 were 50-59 years, 107 were 60+ years, and 2 did not report age).

Study 2 1064 subjects participated in study 2, of which 155 subjects were excluded due to missing
data in either task or questionnaire responses. Additionally, 5 subjects were excluded based on RT,
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21 subjects were excluded based on response entropy, and 4 subjects were excluded based on attention
check performance. Data exclusion yielded a final sample of 879 participants (gender: 410 female,
461 male, 6 non-binary, and 2 other; age: 213 were 18-29 years, 268 were 30-39 years, 190 were 40-49
years, 111 were 50-59 years, 92 were 60+ years, and 2 were unreported).

1.3 Materials

1.3.1 Demonstrative Choice Task (DCT)

Participants completed a 300-item Demonstrative Choice Task (DCT)1. For each trial an English
noun was presented on the screen and participants were to match it with either a proximal (“this”)
or distal (“that”) demonstrative forms by clicking one of two buttons presented below the stimulus.
Participants were unaware of the purpose of the study. They were informed that there was no correct
or incorrect answer, and were instructed to respond based on their immediate preference (Figure S??
in Supplementary Materials). The task included 290 unique nouns, 10 of which were repeated twice,
allowing measures of test-retest reliability. This yielded 300 trials in total. The 10 repeated nouns
were selected at random for each participant. The order of stimulus presentation was randomized
for each participant. The two response buttons were alternately oriented on a vertical or horizontal
line, and response options (“this” or “that”) switched positions at random. Thus, response options
could take 2 x 2 (orientation x position) di↵erent spatial configurations. Following every 20th trial,
participants responded to an attention check, in which they were to select the noun presented in
trial t-1 from five options. The four incorrect options were chosen at random among the already
presented stimuli. The task was conducted in three blocks of 100 trials, between which participants
could take a short break. Average completion time was 18.96 min. and 18.80 min., for study 1 and
2, respectively. Choice of demonstrative form was coded as -1 (proximal) and 1 (distal).

DCT stimuli The current DCT was adapted from the original task presented in1 to include nouns
targeting depression- and personality-related di↵erences. 290 unique nouns were included in total,
of which 100 were targeting depression related di↵erences, 50 were expected to be neutral, and 140
nouns were selected to target di↵erences related to each of the BIG-5 personality traits.

Nouns targeting depression-related di↵erences were selected based on analysis of data from a pre-
vious 480-item DCT study1 including 2197 participants with associated PHQ-9 scores2 of depression
symptom severity. For each of the 480 words, the di↵erence in proportion of proximal demonstrative
choices between control subjects and individuals with depression (PHQ-9 sum ¿ 10) was computed,
to identify and extract those yielding 1) the largest positive di↵erence (subjects with depression
were more likely to use proximal demonstrative than control subjects) (n=50), 2) the largest nega-
tive di↵erence (control subjects were more likely to use proximal demonstrative than subjects with
depression) (n=50), and 3) smallest absolute di↵erence (neutral) (n=50). This generated 150 words
included in the present DCT.

Selection of nouns targeting personality di↵erences was based on an open-vocabulary analysis of
2467 stream-of-consciousness essays with associated Big 5 personality trait scores of the authors3.
First, word-level features were extracted by computing the Anscombe-transformed normalized count
occurrences4 of each word in the full vocabulary, for each subject. Second, topic modeling was
performed using Latent Dirichlet Analysis (LDA)5 identifying 20 naturally occurring topics across
all essays. The distribution of each topic in the essays were computed for every subject (following
the method described in6). This resulted in a subject-wise feature vector of length 2484 (2464 word
features; 20 topic features), representing the extent to which each word and topic was present in the
essay. The features were inputted to a shallow neural network (NN) classifying the 5 personality
traits (binary). The shallow NN allows inspection of the classification weights for the input features.
Nouns for the current DCT were selected among the 30 most predictive positive and negative features
(either words or topics) for each of the five personality traits. They were selected manually based
on word class (nouns or convertible-to-nouns) and ensuring no duplicates. In total, 140 nouns were
extracted yielding a final stimulus pool of 290 unique nouns.

1.3.2 Patient-Health Questionnaire 9-item (PHQ-9)

Depression symptom severity was measured with the 9-item Patient Health Questionnaire (PHQ-
9)2. PHQ-9 is a self-administered version of the PRIME-MD diagnostic instrument and measures
each of the 9 DSM-IV criteria for depression on a 4-point likert-scale ranging from 0 (“not at
all”) to 3 (“nearly every day”). The PHQ-9 instrument is routinely used to assess depression and
has demonstrated robust validity and reliability7,8, as well as sensitivity and specificity9. Standard
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thresholds for mild, moderate, moderately severe, and severe depression are operationalized as a sum
score of 5, 10, 15 and 20, respectively2. Previous validation analysis showed that a PHQ-9 score �
10 yielded 88% sensitivity and 88% specificity for classifying cases of major depression diagnosed in
mental health professional interviews2. A sum score � 10 was defined as threshold for classification
of participants into control- or depression group, coded as a factor with levels 0 and 1, respectively.

1.4 Analysis

All analyses were conducted in RStudio, version 4.1.110. Study 1 and 2 were both analyzed according
to the procedure described below.

1.4.1 Principal Component Analysis (PCA)

The 290 binary response features of the DCT were subjected to principal component analysis (PCA)
to reduce dimensionality and correlation of the input features in subsequent classification models.
PCA was conducted with the stats R package10 which performs singular value decomposition and
returns two matrices; an m x d matrix with rotation weights of the m original variables on the
d principal components (PCs), and an n x d matrix with scores of the n subjects on the d PCs,
calculated as the true data matrix multiplied by the rotation matrix. The subject-level PC scores
were inputted as predictors in subsequent classification models.

In study 1, the fist 4 PCs captured most of the variance in the 290 DCT variables, with proportion
of variance explained of 0.06 (SD=4.08), 0.03 (SD=2.89), 0.02 (SD=2.56) and 0.02 (SD=2.28),
respectively. The remaining components each explained less than 1% of the total variance and had
SDs below 1.6. The cumulative proportion of variance explained by the first 4 PCs was 14%, and
the first 100 PCs explained 65% of the total variance.

In study 2, the first 4 PCs explained most of the variance in the 290 DCT variables, with propor-
tion of variance explained of 0.05 (SD=3.66), 0.03 (SD=2.88), 0.02 (SD=2.57) and 0.02 (SD=2.16),
respectively. The remaining components explained less than 1% of the total variance with SDs below
1.6. The cumulative proportion of variance explained by the first 4 PCs was 12%, and the first 100
PCs explained 63% of the total variance.

1.4.2 Classification analysis

Five logistic regression models were trained to predict depression group and evaluated and compared
on out-of-sample classification performance. Prior to model estimation, the data was down-sampled
by random seed to balance the prevalence of each outcome class, and subsequently partitioned
into train- (=70%) and test sets (=30%) stratified by outcome group. This yielded a training set
of n=342 and n=408 participants, for study 1 and 2, respectively, and a test set of n=144 and
n=174 participants, for study 1 and 2, respectively. Model training was performed with the caret
R package11 using the glm method with k=3 repeated 10-fold cross-validation. Model performance
was evaluated on out-of-sample classification accuracy, balanced between sensitivity (true positive
rate), and specificity (true negative rate), and ROC AUC scores. Accuracy rate along with 95%
confidence intervals for this rate were computed with a binomial test. P-values for classification
performance were computed with a one-sided test, evaluating whether performance was better than
the no information rate, taken to be the largest class percentage in the data. All above evaluation
metrics were computed using the caret R package11.

Model specifications Model 1 (mDCT) predicted depression class from principal component
(PC) representation of DCT responses. 100 models were trained and evaluated, iteratively adding a
PC as predictor, starting from 1 to the first 100 PCs. This allowed the model estimation procedure
to identify the optimal number of PCs needed for the classification task. The model yielding best
out-of-sample performance was identified and reported.

Classification e↵ects of the individual DCT stimuli (nouns), e, were computed by matrix multi-
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plication of the PCA rotation scores, w, and the model coe�cients of the PCs, c:

(1)

where m is the individual DCT nouns (m=290) and n is the number of PCs included in the best
model.

Model 2 (mHighRetest) addressed whether classification of depression from DCT responses im-
proved when including only subjects exhibiting a test-retest reliability score above 70% on the 10
repeated stimuli (n=393 in study 1; n=434 in study 2). Test-retest reliability was defined as the
percentage of the 10 repeated trials, for which the participant responded with the same demonstra-
tive form. The model was trained and evaluated according to the procedure of mDCT. Classification
e↵ects of the individual DCT words were computed according to Eq. 1. After down-sampling and
stratified data partitioning, the mHighRetest model was trained with n=162 and n=214 participants
for study 1 and 2, respectively, and evaluated on n=68 and n=90 participants for study 1 and 2,
respectively.

Model 3 (mDCT+Demo) modelled depression class as a function of DCT responses (PCs), gender
and age. The mDCT+Demo model was performed only on subjects with reported gender of male
or female and with no missing age data (yielding a sample of n=762 in study 1; n=867 in study 2).
100 models were trained and evaluated including the first 1 to 100 PCs as predictors in addition to
gender and age. The model yielding best out-of-sample performance was identified and reported.
Regression coe�cients of individual DCT words were computed by Eq. 1. After down-sampling and
stratified data-partitioning the mDCT+Demo model was trained on n=332 and n=402 subjects
for study 1 and 2, respectively, and evaluated on n=140 and n=170 subjects for study 1 and 2
respectively.

Model 5 (mGenderAge) included both gender and age as predictors of depression group. Here,
subjects for which age was not reported were additionally excluded from the analysis (yielding a
sample size of n=762 in study 1, n=867 in study 2). After down-sampling and stratified data-
partitioning mGender and mGenderAge were trained on n=332 and n=404, for study 1 and 2,
respectively, and evaluated on n=140 and n=170 for study 1 and 2, respectively.

Lastly, to assess whether the DCT classifiers indeed learn non-random patterns related to de-
pression symptom severity, their performance was compared to a random baseline model (mRan-
domBaseline). The random baseline model was defined identically to model 1, but trained on a
randomly shu✏ed version of the outcome variable (depression class). The dependent variable thus
represented random class labels across participants, while retaining the same distribution of group
labels in the train- and test set.

1.4.3 Post-hoc Data Sensitivity Analysis

To assess robustness of model performance and word e↵ects against random variability in the training
data, a post-hoc sensitivity analysis was performed with bootstrapped model estimation. Each model
was trained and evaluated on k=1000 new random partitions of the data into train and test sets
(sampled with replacement). Model estimation and evaluation in each iteration followed the same
procedure as described above for each model. However, as none of the best models included more
than 50 PCs, the sensitivity analysis included only the first 1-50 PCs in model selection to reduce
computational load. Mean accuracy score across the 1000 data partitions, along with SDs for the
accuracy rate, were computed for each model.

1.4.4 Post-hoc Semantic Analysis of Word E↵ects

To address the extent to which word e↵ects in the DCT classification models are associated with the
semantic features of the words, Bayesian regression models (BRMs) were fitted predicting classifica-
tion coe�cients of the individual DCT items from their scores across the 11 semantic features of the
NRC Emotion Lexicon12 (anger, anticipation, disgust, fear, joy, sadness, surprise and trust) and
the NRC-VAD lexicon13 (valence, arousal and dominance). The analysis was performed on word
coe�cients from the mDCT+Demo model, which exhibited best performance in both studies. A
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BRM was estimated for each semantic feature individually with 4 chains and 2000 iterations, using
the brms R library. Results of word e↵ects for the best model, mDCT+Demo, are reported in Figure
S7. Results of bootstrapped word e↵ects for mDCT+Demo are reported in Figure S8.

1.4.5 Post-hoc Semantic Subject Profiles Analysis

A post-hoc analysis was conducted to explore whether the semantic e↵ects observed in the classifi-
cation models can be captured in subject-wise semantic profiles based on DCT behavior. Bayesian
regression models were fitted, evaluating the relationship between PHQ-9 sum scores and subject-
wise semantic vectors. Each subject was ascribed a score on each of the 11 NRC-VAD semantic
features, calculated by multiplying task responses (-1 or 1) for each word by the semantic feature
score for each word, and taking the resulting mean for each feature. Each subject was thus repre-
sented by a semantic profile of 11 semantic feature scores. A linear BRM was fitted separately for
each semantic feature as predictor of the continuous PHQ-9 sum score. Each BRM was estimated
with 4 chains and 2000 iterations, using the brms R library.
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