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Automatic processing of seismic data is today a key element in the efforts to achieve high quality
seismic systems. Automated procedures for locating seismic events with a network including arrays and
single element seismometers usually incorporate back-azimuth estimates, arrival-time data, and
associated uncertainties into a least-squares-inverse location algorithm. Such an algorithm is quite
cumbersome and requires expanding a set of non-linear equations in a Taylor series. Second-order
terms usually not included in the algorithm can be important if the initial estimate is far from the
solution.
We propose to use elastic neural nets (ENN) to find the initial estimation in automated procedures of

locating seismic events and discuss the results for simulated seismic events. The advantages ofENN are
the simplicity of the algorithm, the fast convergence and the high efficiency.
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INTRODUCTION

With the development of digital seismograph recording
systems, the automatic processing of seismic data has
become increasingly important. In particular, the ever-
decreasing cost and the increasing capacity of modern
computers have made possible the implementation of very
sophisticated automatic processing algorithms. Today, the
limitations do not regard computer capacity, but rather
shortcomings of the available automatic schemes.

In March 1978, the group of seismic experts established
by the Conference of the Committee on Disarmament
(CCD, 1978) of the United Nations submitted a report
with recommendations regarding an international co-
operative system to detect and identify seismic events.
Such a system would become a key part of the verification
of a comprehensive test ban treaty. The ad hoc expert
group established by the CCD in 1976 has proposed the
structure of the global system (Fig. 1). This international
co-operative effort involves three main elements:

1. A systematic improvement in the observations
reported from more than 50 seismological observa-
tories around the globe.

2. An international exchange of these data over the
Global Telecommunications System (GTS) of the
World Meteorological Organization.

3. Processing of data at special International Data
Centers (IDC) for the use of the participant states.

The ad hoc group considered that special IDC should be
established for the global network. In order to achieve
reliability acceptable to all, it was proposed that more than
one international center have to be established, equipped
with compatible hardware and software.
The main tasks of the international centers should be:

1. To receive data from the world network of seismic
stations via the authorized Government facility of each
State.

2. To apply agreed analysis procedures to available data
for the estimation of the origin time, location,
magnitude and depth of seismic events.

3. To associate the reported identification parameters
with these events.
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FIGURE A possible global network of existing and planned seismic observatories proposed by the CD ad hoc group of seismic experts.

4. To distribute, in accordance with defined procedures
and without interpretation of identification parameters,
compilations of the complete results of these analyses.

5. To act as an archive for reported data and results of
analysis on those data.

SEISMIC EVENT LOCALIZATION PROCEDURE

The determination of the seismic event location is one of
the most important functions of the IDC. The results of the
localization process, such as, the epicenter location, depth,
the origin time, error estimates, form the primary data
product of the IDC: the bulletin.
The procedure for event location calculates epicenters,

confidence bounds, residuals and data importance using
arrival times, back-azimuths, and slownesses from seismic
phases recorded by stations at local, regional and
teleseismic distances. Travel time, slowness, and azimuth
data are, thus, incorporated simultaneously to solve the
iterative non-linear least-squares problem for hypocentral
locations.
The location procedure follows the approach of Jordan

and Sverdrup (1981) as extended by Bratt and Bache
(1988) to include azimuth and slowness data. The key
feature of this procedure is that it allows a priori
knowledge of the data variances to be incorporated along
with the resultant a posteriori data residuals. This makes
calculation of the error ellipses particularly robust.

In order to approximate better the event location in a
truly heterogeneous media, while also maintaining the
simplicity of travel time tables based on a one-
dimensional velocity model, various source-specific
corrections can be made. These corrections usually take
the form of travel time corrections, but azimuth and
slowness corrections are also possible.

Let us present the basis of the location algorithm.
Geiger’s (1910) iterative, least-squares method and its
various extensions and moderu improvements (e.g. Flinn,
1965; Buland, 1976) are the basis of most numerical

algorithms for earthquake location. A point seismic source
is specified by a space-time vector x of dimensionM --< 4.
The inequality refers to the case when certain components,
such as depth, are fixed throughout the calculation. This
location vector is to be constrained by an N-component
vector of the observed arrival times o. Formally, x EM

and toe EN, where EN is the Euclidean space of
dimension N. Since the number of observation points N is
usually large compared to M, the problem is over-
determined, although it may still be ill-posed. From the
initial estimate Xo, an arrival-time vector (Xo) is calculated
by tracing rays through an average radial earth structure;
the overbar indicates the assumption of spherical
symmetry. By expanding about Xo we can write

At -= t(x) t(xo) A.Ax + O[IAxl2], (1)

where Ax x- x0 and A is an N x M matrix of partial
derivatives evaluated at x0. If we assumes that the rank
[A] M, then a refined estimate of x can be uniquely
obtained from the residual vector At fix)- t-(x0) by
minimizing the norm of the error vector:

e At A.Ax. (2)

To account for the curvature of the (x) manifold, the
estimate of Ax is added to Xo and the procedure is iterated.
The convergence is usually rapid in the teleseismic case.

In certain situations, especially for epicenters deter-
mined by sparse local networks and/or when locating local
and near-regional events that lie outside the network, the
non-linear aspects of the problem may be important
(Flinn, 1965; Buland, 1976; Spence, 1980). Techniques,
including non-linear contributions to local uncertainty and
the shape of these non-linear confidence bounds, may be
quite complex compared to the ellipsoids resulting from
the linear approximation.

It becomes obvious that the calculation of the initial
estimation of x0 is the crucial point of the full location
algorithm. We shall use an elastic neural net for estimating
X0.
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FIGURE 2 Example of the progress of the elastic net method for 100 cities.

ELASTIC NET METHOD can be written as

The elastic net is a kind of artificial neural net (Kisel et al.,
1993) which has been used for event recognition in high
energy physics.
The elastic neural net method can be illustrated on a

simple example of the traveling salesman problem. The
problem is:

Given the positions ofN cities, what is the shortest closed tour in
which each city can be visited once

One of the most successful approaches to the traveling
salesman problem is the elastic neural net of Durbin and
Willshaw (1987),- which can be understood as a number
of beads connected by an elastic string to form a ring. The
essence of the method is:

Using an iterative procedure, a circular closed path is gradually
elongated non-uniformly until it eventually passes sufficiently near
to all the cities to define a tour.

Let us denote the cities by-i. We are going to match
these cities with template coordinates Y-’a such that the sum

Y’a Ira Y-+a+1 is minimized and that each-Yi is matched by
at least one Y-+a" Define Sia to be 1 if a is matched to and 0
otherwise. The following energy expression (Peterson and
Rognvaldsson, 1992) then minimizes a valid tour

12E(sia --fa)- ZSia’i --fal2 + ]/’Z[fa --fa+l (3)

The coefficient 3’ governs the relative strength between
matching and tour length. Then the dynamical equations

2i

T)ia’(-i L) -+- ’Y’(a+l 2-f. + Y-a-)

(4)

where the decision value g3ia of a to be matched to is
given by

e-iallr
Via (5)

The "temperature" T is decreasing during evolution.
The algorithm is a procedure for the successive

recalculation of the positions of a number of points in
the plane in which the cities lie. The points describe a
closed path which is initially a small circle centered on the
center of the distribution of cities and is gradually
elongated non-uniformly to eventually pass near all the
cities and thus define a tour around them (for details see
the original paper Durbin and Willshaw, 1987). Each point
on the path moves under the influence of two types of
force (see Eq. (4)):

1. the first pulls towards the nearest cities;
2. the second pulls towards neighboring points on the

path, acting to minimize the total path length.

By this process, each city becomes associated with a
particular section on the path. The tightness of the
association is determined by how the force contributed

*http://nuweb.jinr.ru/LNP/NEMO/tspN.html.
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FIGURE 3 (a) Global minimum search by a standard method and (b)
the elastic net method.

from a city depends on its distance, and the nature of this
dependence changes as the algorithm progresses. Initially
all cities have roughly equal influence on each point of the
path. Subsequently, a larger distance becomes less favored
and each city gradually becomes more influenced for the
points on the path closest to it.

Usually, the ENN finds a solution close to the best one,
that is practically enough in many applications. Thus, in
our case we should find a solution, which could be used for
making a decision about a vertex existence and for using it
as an initial approximation for the least squares method.
An example of the TSP solution for 100 cities, using

ENN is presented in Fig. 2.

ELASTIC NET FOR THE EARTHQUAKE
PROBLEM

Let us formulate the problem of searching for an initial
estimation of a seismic event epicenter. Data from a
network of arrays and single element seismometers
include arrival times, back-azimuths, and slownesses from
seismic phases recorded by stations at local, regional and
teleseismic distances. This information could be rep-
resented by the distance and the direction towards the
earthquake center registered by seismometers with
corresponding errors that give confidence ellipsoids for
each station. Parameters and location of an ellipsoid
depend on the technical characteristics of the station and
the distance to the event source.

For testing the elastic net algorithm, we simulate data
from six "correct" stations and three "noise" stations (see
Fig. 4). This usually happens analyzing seismic data at
IDC. A "correct" radius (detection error) is random up to
5.0 relative units. A "correct" center location is generated
with a random shift within the generated detection error
with respect to the generated event location and with
random angle distribution. "Noise" detection error is the
same as for "correct" stations but locations are shifted
randomly in addition up to 5.0 relative units to be far from
the true location.

Let us

Define an epicenter ofa seismic event as the geometricalpoint with
a maximum density of confidence ellipsoids.

The earthquake location procedure at presence of noise
data can be considered as a problem of minimization of a

FIGURE 4 An evolution of the elastic net on a data from six correct and
three noise seismic stations.

function of many variables with many local minima. All
known standard methods of minimization (Press et al.,
1986) start with a point on the function surface and
minimize the function in a local area around it, at each step
of the iteration procedure. In this way, there is a
significantly non-zero probability to stop at a local
minimum. It is possible to build methods against local
minima to save the standard methods, but to do so the
complexity of our program increases significantly. The
only reliable way is to start with a good initial
approximation, which cannot be easily found in our
case. So the use of the standard minimization methods is
not suitable.

Contrary to the standard methods, we propose to use an
elastic ring surrounding the global minimum and covering
the region where the parameters are likely to be found.
This ring will be squeezed, catching on all local minima
until the global minimum will be reached (Kisel and
Kovalenko, 1996). Graphically, this method is represented
in Fig. 3.
We construct the algorithm on the basis of an elastic

ring by introducing two types of force:

1. Attraction of the ring to all ellipsoids placing it at the
condensation area of the ellipsoids. Here confidence
ellipsoids play a role of cities in the traveling salesman
problem. The attraction force of the ring to an ellipsoid
depends on its distance and location accuracy given
by a station. The sensitivity region of the ring is
decreasing during iterations being more confident at
the end of the process.

2. Squeezing of the ring leading to localization of the
source region. The influence of this force increases
with algorithm iterations. The radius of the ring
corresponds to the most probable area surrounding the

*A similar problem appears when searching for the reaction vertex in high energy physics experiments (Kisel et al., 1997).
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FIGURE 5 Efficiency of the epicenter searching depending on seismic
data efficiency.

epicenter.

RESULTS AND CONCLUSION

Figure 4 shows the result of the application of the ENN to
the earthquake location searching, using data from nine
seismic stations. Here the star denotes the epicenter of the
simulated earthquake and six solid circles are simulated
confidence circles given by seismic stations. Other stations
give noisy data and one can see three circles far from the
epicenter. Dashed circles demonstrate the iterative process
of the elastic net that converges near the epicenter. This
found position can be used as the initial estimation in the
procedure of the epicenter calculation (Eq. (2)).
The advantages of the method are the simplicity of the

algorithm, the fast convergence and the high and stable
reconstruction efficiency. One can see on Fig. 5 that the

algorithm is able to find the epicenter even with 50%
wrong seismic data.
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