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This paper is concerned with the existence of nontrivial periodic solutions and positive periodic solutions to a nonlinear second-order difference equation. Under some conditions concerning the first positive eigenvalue of the linear equation corresponding to the nonlinear second-order equation, we establish the existence results by using the topological degree and fixed point index theories.

## 1. Introduction

Let $\mathbf{R}, \mathbf{Z}, \mathbf{N}$ be the sets of real numbers, integers, and natural numbers, respectively. For $a, b \in$ $\mathbf{Z}$, define $\mathbf{Z}[a, b]=\{a, a+1, \ldots, b\}$ when $a \leq b$.

In this paper, we deal with the existence of nontrivial periodic solutions and positive periodic solutions for a nonlinear second-order difference equation

$$
\begin{equation*}
\Delta^{2} u(t-1)+q(t) u(t)=f(t, u(t)), \quad u(t+T)=u(t), t \in \mathbf{Z} \tag{1.1}
\end{equation*}
$$

where $T$ is a positive integer, $q: \mathbf{Z} \rightarrow \mathbf{R}$ and $q(t+T)=q(t)$ for any $t \in \mathbf{Z}, f: \mathbf{Z} \times \mathbf{R} \rightarrow \mathbf{R}$ is continuous in the second variable and $f(t+T, x)=f(t, x)$ for any $(t, x) \in \mathbf{Z} \times \mathbf{R}$, and $\Delta u(t)=u(t+1)-u(t), \Delta^{2} u(t)=\Delta(\Delta u(t))$.

From the $T$-periodicity of $q$ and $f$, it is easy to verify that the $T$-periodic solution to (1.1) is equivalent to the solution to the following periodic boundary value problem (PBVP for short):

$$
\begin{gather*}
\Delta^{2} u(t-1)+q(t) u(t)=f(t, u(t)), \quad t \in \mathbf{Z}[1, T], \\
u(0)=u(T), \quad \Delta u(0)=\Delta u(T) . \tag{1.2}
\end{gather*}
$$

The theory of nonlinear difference equations has been widely used to study discrete models appearing in many fields such as computer science, economics, neural network, ecology, and cybernetics. In recent years, there are many papers to study the existence of periodic solutions for second-order difference equations. By using various methods and techniques, for example, fixed point theorems, the method of upper and lower solutions, coincidence degree theory, critical point theory, a series of existence results of periodic solutions have been obtained. We refer the reader to [1-16] and references therein.

In [2], by using the method of upper and lower solutions, Atici and Cabada investigated the existence and uniqueness of periodic solutions for PBVP (1.2) provided that $q(t) \leq 0, q(t) \not \equiv 0$. Of course the natural question is what would happen if $q(t) \geq 0$. In this paper, we will assume that

$$
\begin{equation*}
0 \leq q(t)<4 \sin ^{2}\left(\frac{\pi}{2 T}\right), q(t) \not \equiv 0 \tag{H}
\end{equation*}
$$

And we will use the topological degree and fixed point index theories to establish the existence of nontrivial periodic solutions and positive periodic solutions for (1.1). We note that some ideas of this paper are from [17-19].

This paper is organized as follows. In Section 2, we give Green's function associated with PBVP (1.2) and then present some preliminary lemmas that will be used to prove our main results. In Sections 4 and 5, by computing the topological degree and fixed point index, we establish some existence results of nontrivial periodic solutions and positive periodic solutions to (1.1). The final section of the paper contains some examples to illustrate our results, and we also remark that the results obtained in previous papers and ours are mutually independent.

## 2. Preliminaries

In this section, we are going to construct Green's function associated with PBVP (1.2) and then present some preliminary lemmas. Consider T-dimensional Banach space

$$
\begin{equation*}
E=\left\{u=\{u(t)\}_{1}^{T}: u(t) \in \mathbf{R}, t \in \mathbf{Z}[1, T]\right\} \tag{2.1}
\end{equation*}
$$

equipped with the norm $\|u\|=\max \{|u(t)|, t \in \mathbf{Z}[1, T]\}$ for all $u \in E$ and the cone $P=\{u \in E$ : $u(t) \geq 0, t \in \mathbb{Z}[1, T]\}$. Then the cone $P$ is normal and has nonempty interiors int $P$. It is clear that $P$ is also a total cone of $E$, that is, $E=\overline{P-P}$, which means the set $P-P=\{u-v: u, v \in P\}$ is dense in $E$. For each $u, v \in E$, we write $u \leq v$ if $v-u \in P$. For $r>0$, let $B_{r}=\{u \in E:\|u\|<r\}$ and $\partial B_{r}=\{u \in E:\|u\|=r\}$. Put $Q=\max _{t \in \mathbf{Z}[1, T]} q(t)$.

Lemma 2.1. If $0<Q<4 \sin ^{2}(\pi / 2 T)$, then, for each $v \in E$, the problem

$$
\begin{gather*}
\Delta^{2} u(t-1)+Q u(t)=v(t), \quad t \in \mathbf{Z}[1, T]  \tag{2.2}\\
u(0)=u(T), \quad \Delta u(0)=\Delta u(T)
\end{gather*}
$$

has a unique solution

$$
\begin{equation*}
u(t)=\sum_{k=1}^{T} G(t, k) v(k), \quad t \in \mathbf{Z}[0, T+1] \tag{2.3}
\end{equation*}
$$

where $G(t, k)$ is given by

$$
G(t, k)= \begin{cases}\rho(t-k), & 0 \leq k \leq t \leq T+1  \tag{2.4}\\ \rho(T+t-k), & 0 \leq t \leq k \leq T+1\end{cases}
$$

with $\rho(t)=(1 /(2 \sin \varphi \sin (\varphi T / 2))) \cos \varphi((T / 2)-t)$ and $\varphi:=\arctan (\sqrt{Q(4-Q)} /(2-Q))$.
Proof. (i) Taking into account that $Q \in\left(0,4 \sin ^{2}(\pi / 2 T)\right)$, an easy computation ensures that $\varphi:=\arctan (\sqrt{Q(4-Q)} /(2-Q)) \in(0,(\pi / T))$. Hence, $\rho(t)>0, t \in \mathbf{Z}[0, T]$. It is easy to verify that

$$
\begin{equation*}
\Delta^{2} \rho(t-1)+Q \rho(t)=0, \quad \rho(0)=\rho(T), \quad \rho(1)=\rho(T+1)+1 \tag{2.5}
\end{equation*}
$$

Let $u(t)=\sum_{k=1}^{T} G(t, k) v(k), t \in \mathbf{Z}[0, T+1]$. Then

$$
\begin{equation*}
u(t)=\sum_{k=1}^{t} \rho(t-k) v(k)+\sum_{k=t+1}^{T} \rho(T+t-k) v(k), \quad t \in \mathbf{Z}[1, T] \tag{2.6}
\end{equation*}
$$

where, and in what follows, we denote $\sum_{k=s}^{l} x(k)=0$ when $l<s$. We have

$$
\begin{equation*}
\Delta u(t)=\sum_{k=1}^{t} \Delta \rho(t-k) v(k)+\rho(0) v(t+1)+\sum_{k=t+1}^{T} \Delta \rho(T+t-k) v(k)-\rho(T) v(t+1) \tag{2.7}
\end{equation*}
$$

Then,

$$
\begin{align*}
\Delta^{2} u(t-1)+Q u(t)= & \sum_{k=1}^{t-1}\left[\Delta^{2} \rho(t-k-1)+Q \rho(t-k)\right] v(k)+Q \rho(0) v(t)+\Delta \rho(0) v(t) \\
& +\sum_{k=t}^{T}\left[\Delta^{2} \rho(T+t-k-1)+Q \rho(T+t-k)\right] v(k)-Q \rho(T) v(t)-\Delta \rho(T) v(t) \\
= & v(t), \quad t \in \mathbf{Z}[1, T] \tag{2.8}
\end{align*}
$$

From the definitions of $u$ and $G$, it is easy to see that $u(0)=u(T)$ and $\Delta u(0)=\Delta u(T)$. This completes the proof of the lemma.

From the expression of $G$, we see that $G(t, k)>0$ and $G(t, k)=G(k, t)$ for all $t, k \in$ $\mathbf{Z}[1, T]$. Define operators $K, L: E \rightarrow E$, respectively, by

$$
\begin{align*}
& (K u)(t)=\sum_{k=1}^{T} G(t, k) u(k), \quad u \in E, t \in \mathbf{Z}[1, T]  \tag{2.9}\\
& (L u)(t)=(Q-q(t)) u(t), \quad u \in E, t \in \mathbf{Z}[1, T]
\end{align*}
$$

Obviously, $K(P) \subseteq P$ and $L(P) \subseteq P$. It is clear that $K$ is strongly positive, that is, $K(u) \in \operatorname{int} P$ for $u \in P \backslash\{\theta\}$.

Lemma 2.2. Assume that $(\mathrm{H})$ holds. Then, $K L: E \rightarrow E$ is a linear completely continuous operator with $\|K L\|<1$, and $(I-K L)^{-1}$, the inverse mapping of $I-K L$, exists and is bounded.

Proof. It is obvious that $K L: E \rightarrow E$ is a linear completely continuous operator. Since $u_{0}(t) \equiv$ $1 / Q$ is a solution of $\operatorname{PBVP}(2.2)$ with $v_{0}(t) \equiv 1$, we have

$$
\begin{equation*}
\sum_{k=1}^{T} G(t, k)=\frac{1}{Q}, \quad t \in \mathbf{Z}[1, T] \tag{2.10}
\end{equation*}
$$

Then by $(\mathrm{H})$ and the fact that $K$ is strongly positive, one has

$$
\begin{equation*}
|(K L) u(t)|=\sum_{k=1}^{T} G(t, k)(Q-q(k))|u(k)| \leq\|u\| \sum_{k=1}^{T} G(t, k)(Q-q(k))=\|u\|(1-(K q)(t))<\|u\| \tag{2.11}
\end{equation*}
$$

where $u \in E, t \in \mathbf{Z}[1, T]$. Hence $\|K L\|<1$, and $(I-K L)^{-1}$, the inverse mapping of $I-K L$, exists and is bounded. The proof of Lemma 2.2 is completed.

$$
\begin{align*}
& \text { Let } \\
& S:=(I-K L)^{-1} K=\left(I+K L+\cdots+(K L)^{n}+\cdots\right) K=K+(K L) K+\cdots+(K L)^{n} K+\cdots . \tag{2.12}
\end{align*}
$$

The complete continuity of $K$ together with the continuity of $(I-K L)^{-1}$ implies that the operator $S: E \rightarrow E$ is completely continuous.

Lemma 2.3. Assume that $(\mathrm{H})$ holds. Then, for each $v \in E$, the following linear periodic boundary value problem

$$
\begin{gather*}
\Delta^{2} u(t-1)+q(t) u(t)=v(t), \quad t \in \mathbf{Z}[1, T]  \tag{2.13}\\
u(0)=u(T), \quad \Delta u(0)=\Delta u(T)
\end{gather*}
$$

has a unique solution $\{u(t)\}_{t=0}^{T+1}$, where $u(t)=(S v)(t), t \in \mathbf{Z}[1, T]$, and $u(0)=u(T), u(1)=$ $u(T+1)$.

Proof. It is easy to see that $\operatorname{PBVP}(2.13)$ is equivalent to the operator equation $u=K L u+$ $K v$. Therefore, PBVP (2.13) has a unique solution $\{u(t)\}_{t=0}^{T+1}$, where $u(t)=(S v)(t)=((I-$ $\left.K L)^{-1} K v\right)(t), t \in \mathbf{Z}[1, T]$, and $u(0)=u(T), u(T+1)=u(1)$.

Lemma 2.4. Assume that (H) holds. Then, for the operator $S$ defined by (2.12), the spectral radius $r(S)>0$ and there exists $\xi \in E$ with $\xi>0$ on $\mathbf{Z}[1, T]$ such that $S \xi=r(S) \xi$ and $\sum_{t=1}^{T} \xi(t)=1 / r(S)$. Moreover, $\lambda_{1}=1 / r(S)$ is the first positive eigenvalue of the linear PBVP corresponding to PBVP (1.2) and

$$
\begin{equation*}
\sum_{t=1}^{T}(S u)(t) \xi(t)=\frac{1}{\lambda_{1}} \sum_{t=1}^{T} u(t) \xi(t), \quad \forall u \in E \tag{2.14}
\end{equation*}
$$

Proof. An obvious modification of the proof of [13, Lemma 2.3] yields this result. We omit the details here.

Lemma 2.5. Assume that $(\mathrm{H})$ holds. Then, $S(P) \subseteq P_{1}$, where

$$
\begin{equation*}
P_{1}=\left\{u \in P: \sum_{t=1}^{T} u(t) \xi(t) \geq \delta\|u\|\right\}, \quad \delta=\frac{2 \sin \varphi \sin (\varphi T / 2) \min _{t \in \mathbf{Z}[1, T]} \xi(t)}{\lambda_{1}\left\|(I-K L)^{-1}\right\|} \tag{2.15}
\end{equation*}
$$

and $\lambda_{1}, \xi$ are given in Lemma 2.4, $\varphi$ is given in Lemma 2.1.
Proof. By (2.14), we have, for any $u \in P$,

$$
\begin{equation*}
\sum_{t=1}^{T}(S u)(t) \xi(t)=\frac{1}{\lambda_{1}} \sum_{t=1}^{T} u(t) \xi(t) \geq \frac{\min _{t \in \mathbf{Z}[1, T]} \xi(t)}{\lambda_{1}} \sum_{t=1}^{T} u(t) \tag{2.16}
\end{equation*}
$$

On the other hand, one has

$$
\begin{align*}
\|S u\| & =\left\|(I-K L)^{-1} K u\right\| \leq\left\|(I-K L)^{-1}\right\|\|K u\|=\left\|(I-K L)^{-1}\right\| \max _{t \in \mathbf{Z}[1, T]} \sum_{k=1}^{T} G(t, k) u(k) \\
& \leq\left\|(I-K L)^{-1}\right\| \max _{t, k \in \mathbf{Z}[1, T]} G(t, k) \sum_{k=1}^{T} u(k)=\frac{\left\|(I-K L)^{-1}\right\|}{2 \sin \varphi \sin (\varphi T / 2)} \sum_{k=1}^{T} u(k) . \tag{2.17}
\end{align*}
$$

Then,

$$
\begin{equation*}
\sum_{t=1}^{T}(S u)(t) \xi(t) \geq \frac{2 \sin \varphi \sin (\varphi T / 2) \min _{t \in \mathbf{Z}[1, T]} \xi(t)}{\lambda_{1}\left\|(I-K L)^{-1}\right\|}\|S u\|=\delta\|S u\| \tag{2.18}
\end{equation*}
$$

Hence, $S(P) \subseteq P_{1}$. The proof is complete.

Define operators $\mathrm{f}, A: E \rightarrow E$, respectively, by

$$
\begin{gather*}
(\mathrm{f} u)(t)=f(t, u(t)), \quad u \in E, t \in \mathbf{Z}[1, T]  \tag{2.19}\\
A=S \mathrm{~S} .
\end{gather*}
$$

It follows from the continuity of $f$ together with the complete continuity of $S$ that $A: E \rightarrow E$ is completely continuous.

Remark 2.6. By Lemma 2.3, it is easy to see that $u=\{u(t)\}_{t=1}^{T} \in E$ is a fixed point of the operator $A$ if and only if $u=\{u(t)\}_{t=0}^{T+1}$ is a solution of PBVP (1.2), where $u(0)=u(T), u(1)=u(T+1)$.

The proofs of the main theorems of this paper are based on the topological degree and fixed point index theories. The following four well-known lemmas in [20-22] are needed in our argument.

Lemma 2.7. Let $\Omega$ be a bounded open set in a real Banach space $E$ with $\theta \in \Omega$, let and $A: \bar{\Omega} \rightarrow E$ be completely continuous. If there exists $x_{0} \in E \backslash\{\theta\}$ such that $x-A x \neq \mu x_{0}$ for all $x \in \partial \Omega$ and $\mu \geq 0$, then the topological degree $\operatorname{deg}(I-A, \Omega, \theta)=0$.

Lemma 2.8. Let $\Omega$ be a bounded open set in a real Banach space $E$ with $\theta \in \Omega$, and let $A: \bar{\Omega} \rightarrow E$ be completely continuous. If $A x \neq \mu x$ for all $x \in \partial \Omega$ and $\mu \geq 1$, then the topological degree $\operatorname{deg}(I-$ $A, \Omega, \theta)=1$.

Lemma 2.9. Let $E$ be a Banach space and $X \subset E$ a cone in $E$. Assume that $\Omega$ is a bounded open subset of $E$. Suppose that $A: X \cap \bar{\Omega} \rightarrow X$ is a completely continuous operator. If there exists $x_{0} \in X \backslash\{\theta\}$ such that $x-A x \neq \mu x_{0}$ for all $x \in X \cap \partial \Omega$ and $\mu \geq 0$, then the fixed point index $i(A, X \cap \Omega, X)=0$.

Lemma 2.10. Let $E$ be a Banach space and $X \subset E$ a cone in $E$. Assume that $\Omega$ is a bounded open subset of $E$ with $\theta \in \Omega$. Suppose that $A: X \cap \bar{\Omega} \rightarrow X$ is a completely continuous operator. If $A x \neq \mu x$ for all $x \in X \cap \partial \Omega$ and $\mu \geq 1$, then the fixed point index $i(A, X \cap \Omega, X)=1$.

## 3. Existence of Nontrivial Periodic Solutions

Theorem 3.1. Assume that $(\mathrm{H})$ holds. If the following conditions are satisfied

$$
\begin{align*}
& \limsup _{x \rightarrow \infty} \max _{t \in \mathbf{Z}[1, T]}\left|\frac{f(t, x)}{x}\right|<\lambda_{1}  \tag{3.1}\\
& \liminf _{x \rightarrow 0^{+}} \min _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}>\lambda_{1}  \tag{3.2}\\
& \limsup _{x \rightarrow 0^{-}} \max _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}<\lambda_{1} \tag{3.3}
\end{align*}
$$

where $\lambda_{1}$ is the first positive eigenvalue of the linear operator $S$ given in Lemma 2.4, then (1.1) has at least one nontrivial periodic solution.

Proof. In view of Remark 2.6, it suffices to prove that the operator $A$ has at least fixed point in $E \backslash\{\theta\}$. It follows from (3.2) and (3.3) that there exist $r>0$ and $\sigma \in(0,1)$ such that

$$
\begin{align*}
& f(t, x) \geq \lambda_{1}(1+\sigma) x \geq \lambda_{1}(1-\sigma) x, \quad \forall x \in[0, r], t \in \mathbf{Z}[1, T] \\
& f(t, x) \geq \lambda_{1}(1-\sigma) x \geq \lambda_{1}(1+\sigma) x, \quad \forall x \in[-r, 0], t \in \mathbf{Z}[1, T] \tag{3.4}
\end{align*}
$$

By the above two inequalities, we have

$$
\begin{array}{ll}
f(t, x) \geq \lambda_{1}(1+\sigma) x, & \forall|x| \leq r, t \in \mathbf{Z}[1, T] \\
f(t, x) \geq \lambda_{1}(1-\sigma) x, & \forall|x| \leq r, t \in \mathbf{Z}[1, T] \tag{3.6}
\end{array}
$$

We may suppose that $A$ has no fixed point on $\partial B_{r}$. Otherwise, the proof is finished. Now we will prove

$$
\begin{equation*}
u \neq A u+\mu \xi, \quad \forall u \in \partial B_{r}, \mu \geq 0 \tag{3.7}
\end{equation*}
$$

where $\xi$ is given in Lemma 2.4. Suppose the contrary; then there exist $u_{0} \in \partial B_{r}$ and $\mu_{0} \geq 0$ such that $u_{0}=A u_{0}+\mu_{0} \xi$. Then $\mu_{0}>0$. Multiplying the equality $u_{0}=A u_{0}+\mu_{0} \xi$ by $\xi$ on its both sides, summing from 1 to $T$, and using (2.14) and (3.5), it follows that

$$
\begin{align*}
\sum_{t=1}^{T} u_{0}(t) \xi(t) & =\sum_{t=1}^{T}\left(A u_{0}\right)(t) \xi(t)+\mu_{0} \sum_{t=1}^{T} \xi^{2}(t)=\frac{1}{\lambda_{1}} \sum_{t=1}^{T} f\left(t, u_{0}(t)\right) \xi(t)+\mu_{0} \sum_{t=1}^{T} \xi^{2}(t)  \tag{3.8}\\
& \geq(1+\sigma) \sum_{t=1}^{T} u_{0}(t) \xi(t)+\mu_{0} \sum_{t=1}^{T} \xi^{2}(t)
\end{align*}
$$

Similarly, by (3.6), we know also that

$$
\begin{equation*}
\sum_{t=1}^{T} u_{0}(t) \xi(t) \geq(1-\sigma) \sum_{t=1}^{T} u_{0}(t) \xi(t)+\mu_{0} \sum_{t=1}^{T} \xi^{2}(t) \tag{3.9}
\end{equation*}
$$

If $\sum_{t=1}^{T} u_{0}(t) \xi(t) \geq 0$, then (3.8) implies that $\sum_{t=1}^{T} \xi^{2}(t) \leq 0$, which contradicts $\xi>0$ on $\mathbf{Z}[1, T]$. If $\sum_{t=1}^{T} u_{0}(t) \xi(t)<0$, then (3.9) also implies that $\sum_{t=1}^{T} \xi^{2}(t)<0$, which is a contradiction. Thus, (3.7) holds. On the basis of Lemma 2.7, we have

$$
\begin{equation*}
\operatorname{deg}\left(I-A, B_{r}, \theta\right)=0 \tag{3.10}
\end{equation*}
$$

From (3.1) it follows that there exist $G>0$ and $\varepsilon \in(0,1)$ such that $|f(t, x)|<\lambda_{1}(1-\varepsilon)|x|$ for $|x|>G, t \in \mathbf{Z}[1, T]$. Let $C=\sup _{t \in \mathbf{Z}[1, T],|x| \leq G} f(t, x)$. Obviously,

$$
\begin{equation*}
|f(t, x)| \leq \lambda_{1}(1-\varepsilon)|x|+C, \quad \forall x \in \mathbf{R}, t \in \mathbf{Z}[1, T] \tag{3.11}
\end{equation*}
$$

Choose $R$ such that $R>\max \left\{r,(a \varepsilon)^{-1} C\right\}$, where $\left.a=\min _{t \in \mathbf{Z}[1, T]}\right\}(t)$. We next show $A u \neq \mu u$, for all $u \in \partial B_{R}, \mu \geq 1$. In fact, if there exist $u_{1} \in \partial B_{R}$ and $\mu_{1} \geq 1$ such that $A u_{1}=\mu_{1} u_{1}$, then, by the definition of $A$ and (3.11), we obtain

$$
\begin{align*}
\left|u_{1}(t)\right| & \leq\left|A u_{1}(t)\right| \leq(I-K L)^{-1}\left(\sum_{k=1}^{T} G(t, k)\left|f\left(k, u_{1}(k)\right)\right|\right) \\
& \leq \lambda_{1}(1-\varepsilon)(I-K L)^{-1}\left(\sum_{k=1}^{T} G(t, k)\left|u_{1}(k)\right|\right)+C(I-K L)^{-1} \sum_{k=1}^{T} G(t, k) . \tag{3.12}
\end{align*}
$$

Set $u_{2}(t)=\left|u_{1}(t)\right|$. Then $u_{2} \in P \backslash\{\theta\}$, and, for any $t \in \mathbf{Z}[1, T], \lambda_{1}(1-\varepsilon)\left(S u_{2}\right)(t)+C\left(S v_{0}\right)(t) \geq$ $u_{2}(t)$, where $v_{0}(t) \equiv 1$. Then, by (2.14), we have

$$
\begin{equation*}
\sum_{t=1}^{T}\left[(1-\varepsilon) u_{2}(t)+\frac{C}{\lambda_{1}} v_{0}(t)\right] \xi(t)=\lambda_{1}(1-\varepsilon) \sum_{t=1}^{T}\left(S u_{2}\right)(t) \xi(t)+C \sum_{t=1}^{T}\left(S v_{0}\right)(t) \xi(t) \geq \sum_{t=1}^{T} u_{2}(t) \xi(t) \tag{3.13}
\end{equation*}
$$

Using the above inequality and noticing that $\sum_{t=1}^{T} \xi(t)=\lambda_{1}$ (see Lemma 2.4), we have that $\varepsilon^{-1} C \geq \sum_{t=1}^{T} u_{2}(t) \xi(t) \geq a \sum_{t=1}^{T} u_{2}(t)$. This implies that $R=\left\|u_{2}\right\| \leq \sum_{t=1}^{T} u_{2}(t) \leq(a \varepsilon)^{-1} C$, which contradicts the choice of $R$. It follows from Lemma 2.8 that

$$
\begin{equation*}
\operatorname{deg}\left(I-A, B_{R}, \theta\right)=1 \tag{3.14}
\end{equation*}
$$

According to the additivity of Leray-Schauder degree, by (3.14) and (3.10), we get

$$
\begin{equation*}
\operatorname{deg}\left(I-A, B_{R} \backslash \overline{B_{r}}, \theta\right)=\operatorname{deg}\left(I-A, B_{R}, \theta\right)-\operatorname{deg}\left(I-A, B_{r}, \theta\right)=1 \tag{3.15}
\end{equation*}
$$

which implies that the nonlinear operator $A$ has at least one fixed point in $B_{R} \backslash \overline{B_{r}}$. Thus, (1.1) has at least one nontrivial periodic solution. The proof is complete.

Theorem 3.2. Assume that (H) holds. If the following conditions are satisfied

$$
\begin{align*}
& \limsup _{x \rightarrow 0} \max _{t \in \mathbf{Z}[1, T]}\left|\frac{f(t, x)}{x}\right|<\lambda_{1}  \tag{3.16}\\
& \liminf _{x \rightarrow+\infty} \min _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}>\lambda_{1}  \tag{3.17}\\
& \limsup _{x \rightarrow-\infty} \max _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}<\lambda_{1} \tag{3.18}
\end{align*}
$$

where $\lambda_{1}$ is the first positive eigenvalue of the linear operator $S$ given in Lemma 2.4, then (1.1) has at least one nontrivial periodic solution.

Proof. It suffices to prove that the operator $A$ has at least fixed point in $E \backslash\{\theta\}$. From (3.16), we find that there exist $\varepsilon \in(0,1)$ and $r>0$ such that

$$
\begin{equation*}
|f(t, x)| \leq \lambda_{1}(1-\varepsilon)|x|, \quad \forall|x| \leq r, t \in \mathbf{Z}[1, T] \tag{3.19}
\end{equation*}
$$

Now we prove

$$
\begin{equation*}
A u \neq \mu u, \quad \forall u \in \partial B_{r}, \mu \geq 1 \tag{3.20}
\end{equation*}
$$

If (3.20) does hold, there exist $\mu_{0} \geq 1$ and $u_{0} \in \partial B_{r}$ such that $A u_{0}=\mu_{0} u_{0}$. Then, by (3.19), we have

$$
\begin{align*}
\left|u_{0}(t)\right| & \leq\left|A u_{0}(t)\right| \leq(I-K L)^{-1}\left(\sum_{k=1}^{T} G(t, k)\left|f\left(k, u_{0}(k)\right)\right|\right)  \tag{3.21}\\
& \leq \lambda_{1}(1-\varepsilon)(I-K L)^{-1}\left(\sum_{k=1}^{T} G(t, k)\left|u_{0}(k)\right|\right), \quad t \in \mathbf{Z}[1, T]
\end{align*}
$$

Set $u_{1}(t)=\left|u_{0}(t)\right|$. Then $u_{1} \in P \backslash\{\theta\}$ and $\lambda_{1}(1-\varepsilon) S u_{1} \geq u_{1}$. Multiplying this inequality by $\xi$ and summing from 1 to $T$, it follows from (2.14) that

$$
\begin{equation*}
(1-\varepsilon) \sum_{t=1}^{T} u_{1}(t) \xi(t)=\lambda_{1}(1-\varepsilon) \sum_{t=1}^{T}\left(S u_{1}\right)(t) \xi(t) \geq \sum_{t=1}^{T} u_{1}(t) \xi(t) \tag{3.22}
\end{equation*}
$$

This together with $\sum_{t=1}^{T} u_{1}(t) \xi(t)>0$ implies that $1-\varepsilon \geq 1$, which contradicts the choice of $\varepsilon$, and so (3.20) holds. It follows from Lemma 2.8 that

$$
\begin{equation*}
\operatorname{deg}\left(I-A, B_{r}, \theta\right)=1 \tag{3.23}
\end{equation*}
$$

By (3.17), (3.18), and the continuity of $f(t, x)$ with respect to $x$, we know that there exist $\sigma \in(0,1)$ and $C>0$ such that

$$
\begin{align*}
& f(t, x) \geq \lambda_{1}(1+\sigma) x-C, \quad \forall x \geq 0, t \in \mathbf{Z}[1, T]  \tag{3.24}\\
& f(t, x) \geq \lambda_{1}(1-\sigma) x-C, \quad \forall x \leq 0, t \in \mathbf{Z}[1, T]
\end{align*}
$$

Then,

$$
\begin{align*}
& f(t, x) \geq \lambda_{1}(1+\sigma) x-C \geq \lambda_{1}(1-\sigma) x-C, \quad \forall x \geq 0, t \in \mathbb{Z}[1, T] \\
& f(t, x) \geq \lambda_{1}(1-\sigma) x-C \geq \lambda_{1}(1+\sigma) x-C, \quad \forall x \leq 0, t \in \mathbb{Z}[1, T] \tag{3.25}
\end{align*}
$$

By the above two inequalities, we have

$$
\begin{align*}
& f(t, x) \geq \lambda_{1}(1+\sigma) x-C, \quad \forall x \in \mathbf{R}, t \in \mathbf{Z}[1, T],  \tag{3.26}\\
& f(t, x) \geq \lambda_{1}(1-\sigma) x-C, \quad \forall x \in \mathbf{R}, t \in \mathbf{Z}[1, T] \tag{3.27}
\end{align*}
$$

Set

$$
\begin{equation*}
\Omega=\{u \in E: u=A u+\tau \xi \text { for some } \tau \geq 0\} \tag{3.28}
\end{equation*}
$$

where $\xi$ is given in Lemma 2.4. We claim that $\Omega$ is bounded in $E$. In fact, for any $u \in \Omega$, there exists $\tau \geq 0$ such that $u=A u+\tau \xi \geq A u$. Then, by (3.26), we have

$$
\begin{equation*}
u(t) \geq \lambda_{1}(1+\sigma)(S u)(t)-C\left(S v_{0}\right)(t), \quad t \in \mathbf{Z}[1, T] \tag{3.29}
\end{equation*}
$$

where $v_{0}(t) \equiv 1$. Multiplying the above inequality by $\xi(t)$ on both sides and summing from 1 to $T$, it follows from (2.14) that

$$
\begin{equation*}
\sum_{t=1}^{T} u(t) \xi(t) \geq \lambda_{1}(1+\sigma) \sum_{t=1}^{T}(S u)(t) \xi(t)-C \sum_{t=1}^{T}\left(S v_{0}\right)(t) \xi(t)=(1+\sigma) \sum_{t=1}^{T} u(t) \xi(t)-\frac{C}{\lambda_{1}} \sum_{t=1}^{T} \xi(t) \tag{3.30}
\end{equation*}
$$

Then, noticing that $\sum_{t=1}^{T} \xi(t)=\lambda_{1}$, we have

$$
\begin{equation*}
\sigma \sum_{t=1}^{T} u(t) \xi(t) \leq C \tag{3.31}
\end{equation*}
$$

On the other hand, bearing in mind that $\xi=\lambda_{1} S \xi$, we obtain that, for $u \in \Omega$,

$$
\begin{equation*}
u-\lambda_{1}(1-\sigma) S u+C S v_{0}=S f u-\lambda_{1}(1-\sigma) S u+C S v_{0}+\tau \xi=S\left[f u-\lambda_{1}(1-\sigma) u+C v_{0}+\tau \lambda_{1} \xi\right] \tag{3.32}
\end{equation*}
$$

By (3.27), we obtain that $\mathrm{f} u-\lambda_{1}(1-\sigma) u+C v_{0}+\tau \lambda_{1} \xi \in P$. Lemma 2.5 yields that $u-\lambda_{1}(1-$ $\sigma) S u+C S v_{0} \in P_{1}$. Then by (2.14) and (3.31), we obtain that

$$
\begin{align*}
\left\|u-\lambda_{1}(1-\sigma) S u+C S v_{0}\right\| & \leq \frac{1}{\delta} \sum_{t=1}^{T}\left[u(t)-\lambda_{1}(1-\sigma)(S u)(t)+C\left(S v_{0}\right)(t)\right] \xi(t)  \tag{3.33}\\
& =\frac{1}{\delta} \sum_{t=1}^{T}\left[u(t) \xi(t)-(1-\sigma) u(t) \xi(t)+\frac{C}{\lambda_{1}} \xi(t)\right] \leq \frac{2 C}{\delta}
\end{align*}
$$

This gives

$$
\begin{equation*}
\left\|u-\lambda_{1}(1-\sigma) S u\right\| \leq \frac{2 C}{\delta}+C\left\|S v_{0}\right\|, \quad \forall u \in \Omega . \tag{3.34}
\end{equation*}
$$

Hence, $\left(I-\lambda_{1}(1-\sigma) S\right)(\Omega) \subset B_{R_{1}}$, where $R_{1}=2 C / \delta+C\left\|S v_{0}\right\|>0$. It follows from $\lambda_{1}(1-\sigma) r(S)<$ 1 that $I-\lambda_{1}(1-\sigma) S$ has a linear bounded inverse $\left(I-\lambda_{1}(1-\sigma) S\right)^{-1}$. Therefore, there exists $R_{2}>0$ such that

$$
\begin{equation*}
\Omega \subset\left(I-\lambda_{1}(1-\sigma) S\right)^{-1}\left(B_{R_{1}}\right) \subset B_{R_{2}} . \tag{3.35}
\end{equation*}
$$

Then, we can conclude that $\Omega$ is bounded in $E$, proving our claim. Thus, there exists $R>$ $\max \left\{r, R_{2}\right\}$ such that

$$
\begin{equation*}
u \neq A u+\tau \xi, \quad \forall u \in \partial B_{R}, \tau \geq 0 \tag{3.36}
\end{equation*}
$$

This and Lemma 2.7 give $\operatorname{deg}\left(I-A, B_{R}, \theta\right)=0$. Taking (3.23) into account, we have $\operatorname{deg}(I-$ $\left.A, B_{R} \backslash \overline{B_{r}}, \theta\right)=-1$. Then, $A$ has at least one fixed point in $B_{R} \backslash \overline{B_{r}}$, which means that (1.1) has at least one nontrivial periodic solution. The proof is completed.

## 4. Existence of Positive Periodic Solutions

Theorem 4.1. Assume that (H) holds. If the following conditions are satisfied

$$
\begin{gather*}
x f(t, x) \geq 0, \quad \forall x \in \mathbf{R}, t \in \mathbf{Z}[1, T],  \tag{4.1}\\
\limsup \max _{x \rightarrow \infty} \frac{f(t, x)}{x}<\lambda_{1},  \tag{4.2}\\
\operatorname{limin}_{x \rightarrow 0} \min _{t \in \mathbb{Z}[1, T]} \frac{f(t, x)}{x}>\lambda_{1}, \tag{4.3}
\end{gather*}
$$

where $\lambda_{1}$ is the first positive eigenvalue of the linear operator $S$ given in Lemma 2.4, then (1.1) has at least one positive periodic solution and one negative periodic solution.

Proof. From (4.1), we know that $A(P) \subset P$. Similar to the proof of Theorem 3.1, it follows from (4.1)-(4.3) and Lemmas 2.9 and 2.10 that there exist $0<r<R$ such that

$$
\begin{equation*}
i\left(A, B_{r} \cap P, P\right)=0, \quad i\left(A, B_{R} \cap P, P\right)=1 . \tag{4.4}
\end{equation*}
$$

Hence, by the additivity of the fixed point index, we have

$$
\begin{equation*}
i\left(A,\left(B_{R} \backslash \overline{B_{r}}\right) \cap P, P\right)=i\left(A, B_{R} \cap P, P\right)-i\left(A, B_{r} \cap P, P\right)=1 . \tag{4.5}
\end{equation*}
$$

Then, the nonlinear operator $A$ has at least one fixed point on $\left(B_{R} \backslash \overline{B_{r}}\right) \cap P$. So (1.1) has at least one positive periodic solution.

Put $f_{1}(t, x)=-f(t,-x)$, for all $(t, x) \in \mathbf{Z}[1, T] \times \mathbf{R}$. Define operators $\mathrm{f}_{1}, A_{1}: E \rightarrow E$, respectively, by

$$
\begin{gather*}
\left(\mathrm{f}_{1} u\right)(t)=f_{1}(t, u(t)), \quad u \in E, t \in \mathbf{Z}[1, T] \\
A_{1}=S f_{1} \tag{4.6}
\end{gather*}
$$

Obviously, $A_{1}(P) \subset P$. Following almost the same procedure as above, from limsup $\operatorname{sum}_{x \rightarrow \infty}$ $\max _{t \in \mathbf{Z}[1, T]}\left(f_{1}(t, x) / x\right)<\lambda_{1}$ and $\lim \inf _{x \rightarrow 0} \min _{t \in \mathbf{Z}[1, T]}\left(f_{1}(t, x) / x\right)>\lambda_{1}$, we know also that the nonlinear operator $A_{1}$ has at least one fixed point $\zeta \in P \backslash\{\theta\}$. Then $A_{1} \zeta=\zeta$. This means that $A(-\zeta)=S(\mathrm{f}(-\zeta))=S\left(-\mathrm{f}_{1}(\zeta)\right)=-A_{1}(\zeta)=-\zeta$. Hence, (1.1) has at least one negative periodic solution $-\zeta$, and the conclusion is achieved.

Theorem 4.2. Assume that $(\mathrm{H})$ and (4.1) hold. If the following conditions are satisfied

$$
\begin{align*}
& \limsup _{x \rightarrow 0} \max _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}<\lambda_{1}  \tag{4.7}\\
& \liminf _{x \rightarrow \infty} \min _{t \in \mathbf{Z}[1, T]} \frac{f(t, x)}{x}>\lambda_{1}
\end{align*}
$$

where $\lambda_{1}$ is the first positive eigenvalue of the linear operator $S$ given in Lemma 2.4, then (1.1) has at least one positive periodic solution and one negative periodic solution.

The proof is similar to that of Theorem 4.1 and so we omit it here.

## 5. Examples

Example 5.1. Let $f(t, x)=\sqrt{|x|}$. It is easy to see that $\limsup _{x \rightarrow \infty} \max _{t \in \mathbf{Z}[1, T]}|f(t, x) / x|=0<\lambda_{1}$, $\lim \inf _{x \rightarrow 0^{+}} \min _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=+\infty>\lambda_{1}$, and $\lim \sup _{x \rightarrow 0^{-}} \max _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=-\infty<$ $\lambda_{1}$. Then, it follows from Theorem 3.1 that (1.1) has at least one nontrivial periodic solution.

Example 5.2. Let $f(t, x)=2 x^{4}+x^{3}$. It is not difficult to see that $\limsup \sin _{x \rightarrow 0} \max _{t \in \mathbf{Z}[1, T]}$ $|f(t, x) / x|=0<\lambda_{1}, \lim \inf _{x \rightarrow+\infty} \min _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=+\infty>\lambda_{1}$, and $\limsup \operatorname{sum}_{x \rightarrow-\infty}$ $\max _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=-\infty<\lambda_{1}$. Then, it follows from Theorem 3.2 that (1.1) has at least one nontrivial periodic solution.

Example 5.3. Let $f(t, x)=3 x^{5} e^{x^{6}}$. Obviously, $x f(t, x) \geq 0$ for all $x \in \mathbf{R}$ and $t \in \mathbf{Z}[1, T]$. Moreover, $\limsup _{x \rightarrow 0} \max _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=0<\lambda_{1}$ and $\lim _{\inf }^{x \rightarrow \infty} \min _{t \in \mathbf{Z}[1, T]}(f(t, x) / x)=$ $+\infty>\lambda_{1}$. Then it follows from Theorem 4.2 that (1.1) has at least one positive periodic solution and one negative periodic solution.

Remark 5.4. It is easy to see that the existence of nontrivial periodic solutions in Examples $5.1-5.3$ could not be obtained by any theorems in $[1-16,19]$.
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