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Abstract. 
With the increasing demand for customized logistics services in the manufacturing industry, the key factor in realizing the competitiveness of a logistics service supply chain (LSSC) is whether it can meet specific requirements with the cost of mass service. In this case, in-depth research on the time-scheduling of LSSC is required. Setting the total cost, completion time, and the satisfaction of functional logistics service providers (FLSPs) as optimal targets, this paper establishes a time scheduling model of LSSC, which is constrained by the service order time requirement. Numerical analysis is conducted by using Matlab 7.0 software. The effects of the relationship cost coefficient and the time delay coefficient on the comprehensive performance of LSSC are discussed. The results demonstrate that with the time scheduling model in mass-customized logistics services (MCLSs) environment, the logistics service integrator (LSI) can complete the order earlier or later than scheduled. With the increase of the relationship cost coefficient and the time delay coefficient, the comprehensive performance of LSSC also increases and tends towards stability. In addition, the time delay coefficient has a better effect in increasing the LSSC’s comprehensive performance than the relationship cost coefficient does.


1. Introduction 
In the face of growing demand for customized logistics services, numerous logistics enterprises are not only providing customers with mass services, but are also beginning to meet the demand for customized services and are considering a change in their logistics service modes. Specifically, they try to provide mass customized logistics services (MCLS) instead of mass logistics services [1]. MCLS represents a significant development in logistics services, and a logistics company’s capability to offer MCLS is crucial to enhance its market competitiveness. In the MCLS environment, to meet customized service demand and offer large-scale services, several logistics enterprises form a logistics service supply chain (LSSC) via union and integration [2, 3]. LSSC is a new supply chain of which logistics service integrator (LSI) is the core enterprise. The basic structure of LSSC is functional logistics service provider (FLSP) → LSI → customer. FLSP is integrated by LSI when LSI builds the integrated logistics to customer. The main purpose of LSSC is to provide the flexible logistics service for manufacturing supply chain [3]. As the core enterprise of a LSSC, the LSI integrates the advantages of the FLSPs, such as various logistics processes and logistics service functions and then provides flexible logistics services to customers.
In such an environment, the key to improve the LSSC’s competitiveness is its capability to offer customized logistics services with mass logistics costs. An in-depth research on the time scheduling of the LSSC is necessary to meet customers’ requirements. However, the existing research on supply chain scheduling model has three deficiencies, which are discussed as follows.
First, the existing research on supply chain scheduling does not consider the feature that the operation time of suppliers may be delayed or compressed. It also ignores the fact that the customer’s order is flexible in many cases, and that the order completion time may be delayed or compressed within an acceptable range. Thus, questions arise in expressing features of time delay or compression in model building and effects of time delay or compression on the comprehensive performance of LSSC.
Second, in most studies on supply chain scheduling, cost control is regarded as the primary scheduling goal. However, this is not always the case for an LSSC in the MCLS environment. The flexibility of the order completion time and the satisfaction of FLSPs are also significant. Expressing these objective functions in an optimization model and searching for a more reasonable method of solving this model are pertinent questions.
Third, the conclusions drawn from traditional manufacturing supply chain scheduling models may not be fully applicable to LSSC scheduling problems. Therefore, we will determine how LSI can use the time scheduling model proposed in this paper to better manage its LSSC.
This paper is organized as follows. Section 2 is the literature review in which the existing supply chain optimization scheduling models and methods are systematically summarized. Section 3 focuses on model building, in which a time scheduling optimization model of LSSC in the MCLS environment is established. Section 4 describes the model solution: a method of solving the multiobjective programming model. Section 5 presents numerical analysis, including a discussion of the influence of relevant parameters on LSSC’s scheduling performance. Section 6 provides management insights and recommendations to improve actual operation of LSSC. The last section presents the conclusions and future research directions in this field.
2. Literature Review
Most studies on supply chain scheduling have focused on the manufacturing industry and have achieved significant results. Many earlier studies discussed job shop scheduling within a single enterprise (see, e.g., [4, 5]). They are primarily interested in the arrangement of processing procedures and the order operation sequence. Kreipl and Pinedo [6] introduced what is planning and what is scheduling and gave an overview of the various planning and scheduling models in general. Several scholars wrote about the coordination of the assembly system in manufacturing enterprise (see, e.g., [7]). But in early studies, many researches emphases were focused within one manufacturing enterprise and did not pay much attention to the roles outside the enterprise. As is known to all, customer is the most important role in the competitive market. Philipoom [8] transferred his attention to the most important part, which is the customers’ requirements and their feelings. The dilemma for the manufacturing manager when planning the lead-times was discussed. He took delivery reliability and time as the vital factors in scheduling. The idea of thinking highly of customer satisfactory is worthy of our research. A systematic study of the supply chain scheduling model had been established by Hall and Potts [9] and from then on planning and scheduling problems began getting more attention.
However, studies on the supply chain scheduling with the mass-customization production mode are a relatively new development (see, e.g., [10, 11]). The contents of these studies included the application of postponement strategy, the positioning of customer order decoupling point (CODP), and the time scheduling problem. In terms of the supply chain time scheduling, several scholars examined the dominant contradictions analysis and its optimization solution of supply chain scheduling in mass customization (see, e.g., [12, 13]). Yao and Pu [13] introduced a dynamic and multiobjective optimization model to balance the contradiction between scale production effect and customized demand. They considered the delay coefficient but did not give out the time delay punishment in mathematical expression. Other scholars studied the differences between the ideal timetables of the different supply chain members and that of customer demand, and then explored ways to solve this discrepancy (see, e.g., [14]). From the perspective of integrated supply chain production planning and scheduling process, Mishra et al. [15] designed a mixed integer programming model. Moreover, in the scheduling of manufacturing supply chain, the main objective of scheduling optimization is supply chain cost (see, e.g., [16–18]). Most studies assumed that the order completion time or the delivery time of suppliers was fixed. However, in a number of cases, as an index reflecting supply chain agility, the order time requirements may be changed (see, e.g., [19–21]). Thus, considering the influence of time compression or delay on the scheduling results is necessary.
Similar to studies on manufacturing supply chain, research on the service supply chain mainly focuses on service process scheduling (see, e.g., [22, 23]), order assignment scheduling (see, e.g., [3, 24]), and so forth. Time scheduling, although is a significant part of LSSC scheduling, has not received sufficient attention. Time scheduling is a key aspect of the service supply chain operation. It is directly related to whether the logistics service can be completed successfully based on customer requirements. Therefore, examining time scheduling of LSSC is necessary.
This paper aims to address these issues and to evaluate the time scheduling model of LSSC in the MCLS environment. The main contributions of this study are listed as follows.(1)The effects of time delay and compression of the customer order on LSSC’s comprehensive performance are analyzed. Time delay in the order requirements contributes to an increase in the satisfaction of FLSPs. However, their satisfaction level remains stable after it reaches a certain value. Moreover, the extent of time compression is also limited.(2)The effect of the relationship cost coefficient on the comprehensive performance of LSSC is discussed. With the increase of LSI’s relationship cost coefficient, the comprehensive performance of LSSC also increases. This comprehensive performance cannot be infinitely enhanced, but remains stable upon reaching a certain value.(3)LSI can improve the comprehensive performance of LSSC by both the relationship cost coefficient and time delay. However, compared with the relationship cost coefficient, using time delay is a superior way to improve the comprehensive performance.
3. Time Scheduling Model of LSSC
3.1. Model Assumptions and Variables
A two-echelon LSSC is assumed to consist of one LSI and several FLSPs. The logistics service comprises multiple service processes. Every service process is completed by many co-operative FLSPs. Each FLSP’s service capability is different from that of the others; different FLSPs have varying normal completion times for the same work. Table 1 presents the notations of the model.
Table 1: Notations for the model.
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th service process, which is a parameter decided by the technology of the corresponding FLSP and differs from each other. In the section of numerical analysis (see Section 5), it is a definitive parameter. In practice, the normal service time of finishing a specific order is usually definitive, but not stochastic.
3.2. Model Building
Considering multiple goals in LSSC time scheduling is necessary. To minimize the total cost incurred in LSSC, to minimize the difference between the expected and the actual time of completing the service order, and to maximize the satisfaction of FLSPs, this paper establishes a time-scheduling model that is constrained by the service order time requirement. The modeling process is as follows.
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In (3.4), the first constraint represents the requirements of FLSP’s order completion time proposed by the LSI. Specifically, it requires that the actual completion time must be less than a certain multiple of the expected time. This multiple is determined by the product of 
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4. Model Solution
4.1. Simplifying the Multiobjective Programming Model
The model described has three objectives and three constraints. It is a typical multiobjective programming problem. Multiobjective programming problems have numerous mature solutions, such as the evaluation function method (including linear weighting method, reference target method, maximin method), goal programming method, delaminating sequence method, interactive programming method, and subordinate function method. For the specific issues, it is necessary to choose an appropriate solution method to solve the practical problems. This paper is based on the MCLS environment, so we should consider not only the cost target but also the customized target. In time scheduling, LSI tends to conform to the customized time requirements and set corresponding requirements related to order completion time for their FLSPs. Each FLSP’s satisfaction will directly determine the quality and the possibility of order completion. Thus, order completion time and FLSPs’ satisfaction are two critical goals. Operation cost is often not the primary consideration. Completing logistics service orders with the minimum cost is not required; the total cost of LSSC must be maintained within a certain range. Besides, to build and maintain a good relationship with FLSPs, LSI is usually willing to make a certain amount of cost concessions. Considering these actual situations, we introduce the following parameter called the relationship cost coefficient 
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       Thus, (4.1) can be regarded as a new constraint and be combined with (3.4) to form the new constraints. The original model then becomes a twin-goal programming problem. Given that a certain degree of conflict and incommensurability occurs among the targets in multiobjective decision-making problems, determining an absolute optimal solution is difficult. In this paper, we choose the commonly used linear weighting method to solve our model, and attempt to transform this multiobjective programming model into a single-objective programming model.
The objective function 
	
		
			

				𝑍
			

			

				2
			

		
	
 and the objective function 
	
		
			

				𝑍
			

			

				3
			

		
	
 mean to make the service order completed on time as much as possible and to maximize the satisfaction of FLSPs, respectively. Therefore, each of them has to be normalized. 
	
		
			

				𝑍
			

			

				2
			

		
	
 and 
	
		
			

				𝑍
			

			

				3
			

		
	
 are thus divided by the possible maximum value 
	
		
			

				𝑍
			

			
				2
				m
				a
				x
			

		
	
 and 
	
		
			

				𝑍
			

			
				3
				m
				a
				x
			

		
	
, respectively, and their corresponding results are added up. The synthesized objective function is as follows:
								
	
 		
 			
				(
				4
				.
				2
				)
			
 		
	

	
		
			
				m
				a
				x
				𝑍
				=
				𝐾
			

			

				2
			

			
				×
				𝑍
			

			

				3
			

			
				
			
			

				𝑍
			

			
				3
				m
				a
				x
			

			
				−
				𝐾
			

			

				1
			

			
				×
				𝑍
			

			

				2
			

			
				
			
			

				𝑍
			

			
				2
				m
				a
				x
			

			

				.
			

		
	

In (4.2), 
	
		
			

				𝐾
			

			

				1
			

		
	
 and 
	
		
			

				𝐾
			

			

				2
			

		
	
 represent the weights of 
	
		
			

				𝑍
			

			

				2
			

		
	
 and 
	
		
			

				𝑍
			

			

				3
			

		
	
, respectively, which are determined by the linear weighting method. Consider the following:
								
	
 		
 			
				(
				4
				.
				3
				)
			
 		
	

	
		
			
				m
				a
				x
				𝑍
				=
				𝐾
			

			

				2
			

			
				×
				𝑍
			

			

				3
			

			
				
			
			

				𝑍
			

			
				3
				m
				a
				x
			

			
				−
				𝐾
			

			

				1
			

			
				×
				𝑍
			

			

				2
			

			
				
			
			

				𝑍
			

			
				2
				m
				a
				x
			

			
				,
				s
				u
				b
				j
				e
				c
				t
				t
				o
				𝑇
			

			
				𝑖
				𝑗
			

			
				+
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				≤
				
				1
				+
				𝛽
			

			

				𝑖
			

			
				𝑅
				
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				,
				|
				|
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				−
				𝑇
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				|
				|
				≤
				𝑇
			

			
				∗
				𝑖
				+
				1
			

			
				,
				
				|
				|
				𝑇
				1
				−
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				|
				|
			

			
				
			
			

				𝑇
			

			
				𝑖
				𝑗
			

			
				
				𝑇
			

			
				𝑖
				𝑗
			

			

				𝐶
			

			
				𝑖
				𝑗
			

			
				
			
			
				
				𝑇
			

			
				𝑖
				𝑗
			

			

				𝐶
			

			
				𝑖
				𝑗
			

			
				+
				|
				|
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				|
				|
				𝐶
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				
				≥
				𝑈
			

			
				0
				𝑖
				𝑗
			

			
				,
				𝑍
			

			

				1
			

			
				<
				𝑍
			

			
				1
				m
				i
				n
			

			
				𝐶
				.
			

		
	

							Here,
								
	
 		
 			
				(
				4
				.
				4
				)
			
 		
	

	
		
			

				𝑍
			

			

				1
			

			

				=
			

			

				𝐼
			

			

				0
			

			

				
			

			
				𝐽
				𝑖
				=
				1
			

			

				0
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				𝐶
			

			
				𝑖
				𝑗
			

			

				𝑇
			

			
				𝑖
				𝑗
			

			
				+
				𝐶
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				|
				|
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				|
				|
				
				+
			

			

				𝐼
			

			

				0
			

			

				
			

			
				𝑖
				=
				1
			

			

				
			

			

				𝐽
			

			

				0
			

			
				m
				a
				x
			

			
				𝑗
				=
				1
			

			
				
				𝑇
			

			
				𝑖
				𝑗
			

			
				+
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				𝑖
				e
				x
				p
			

			

				
			

			

				+
			

			
				
				𝐶
			

			
				e
				x
				t
			

			

				𝑖
			

			

				+
			

			

				𝐼
			

			

				0
			

			

				
			

			
				𝑖
				=
				1
			

			

				
			

			

				𝐽
			

			

				0
			

			
				m
				i
				n
			

			
				𝑗
				=
				1
			

			
				
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				−
				𝑇
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			

				
			

			

				+
			

			
				
				𝑝
			

			
				e
				x
				t
			

			

				𝑖
			

			
				,
				𝑍
			

			

				2
			

			

				=
			

			

				𝐼
			

			

				0
			

			

				
			

			
				𝑖
				=
				1
			

			

				
			

			

				𝐽
			

			

				0
			

			
				m
				i
				n
			

			
				𝑗
				=
				1
			

			
				
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				−
				𝑇
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			

				
			

			

				+
			

			
				
				,
				𝑍
			

			

				3
			

			

				=
			

			

				𝐼
			

			

				0
			

			

				
			

			
				𝐽
				𝑖
				=
				1
			

			

				0
			

			

				
			

			
				𝑗
				=
				1
			

			
				
				|
				|
				𝑇
				1
				−
			

			
				𝑖
				𝑗
			

			
				−
				𝑇
			

			
				𝑖
				e
				x
				p
			

			
				|
				|
			

			
				
			
			

				𝑇
			

			
				𝑖
				𝑗
			

			
				
				𝑇
			

			
				𝑖
				𝑗
			

			

				𝐶
			

			
				𝑖
				𝑗
			

			
				
			
			
				
				𝑇
			

			
				𝑖
				𝑗
			

			

				𝐶
			

			
				𝑖
				𝑗
			

			
				+
				|
				|
				𝑇
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				|
				|
				𝐶
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

			
				
				𝜙
			

			
				𝑖
				𝑗
			

			

				.
			

		
	

4.2. Using the Genetic Algorithm to Solve the Multiobjective Programming Problem
The genetic algorithm (GA) is an effective method of searching for the optimal solution by simulation of the natural selection process. It uses multiple starting points to begin the search; it has global search capability. Similar to the natural evolutionary process, the computational process of genetic algorithms is iterative, which means that it includes selection, crossover, and mutation. For reference, GA is described in  [25].
5. Numerical Analysis
This section first illustrates the validity of the model via a numerical analysis, and then explores the influence of relevant parameters on time scheduling results. Additionally, some effective recommendations are given for use in the actual operation-based on numerical analysis.
5.1. Numerical Data Description and Basic Results
BY is a logistics company based in northern China. It is a logistics integrator that has integrated several third-party logistics firms. This company has received an order requiring it to deliver goods from Shenyang City to Tianjin City. During delivery, five service processes are needed: road transportation, rail transportation, maritime transportation, packaging and processing, and distribution. The CODP has been decided and it will be at the 4th service process which is packaging process. Obviously, the processes before the CODP are provided with mass operations and the processes after the CODP are provided with customized operations. Each service process is to be completed by three FLSPs (see Figure 1).



	
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	



	
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	



	
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	



	
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
	



	
		
			
			
			
			
			
			
			
			
			
			
			
			
		
	



	
		
		
		
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	



	
		
		
		
		
	



	
		
		
		
		
	



	
		
		
		
		
	



	
		
		
		
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	



	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	



	
		
		
		
		
		
		
		
		
	



	
		
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	


	
		
		
			
		
	


	
		
		
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
	

Figure 1: The logistics service process of one order of BY Company.


The service capability of each FLSP is different from that of the others because the normal operation times 
	
		
			

				𝑇
			

			
				𝑖
				𝑗
			

		
	
 vary when different FLSPs complete the same order. BY company, the LSI, has set an expected operation time 
	
		
			

				𝑇
			

			
				𝑖
				e
				x
				p
			

		
	
 for each order in every process. The parameters of each process and of each FLSP are different (Tables 2 and 3). We assume that 
	
		
			

				𝑖
			

		
	
 be the service process, 
	
		
			
				𝑖
				=
				1
				,
				2
				,
				3
				,
				4
				,
				5
			

		
	
, 
	
		
			

				𝑗
			

		
	
 represents the number of FLSPs in each process, so that 
	
		
			
				𝑗
				=
				1
				,
				2
				,
				3
			

		
	
. 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
			

		
	
 represents the normal service cost per unit time of the 
	
		
			

				𝑗
			

		
	
th FLSP in the 
	
		
			

				𝑖
			

		
	
th process.
Table 2: Basic data (3.1).
	

	
	
		
			

				𝐶
			

			
				𝑖
				𝑗
			

		
	
	
	
		
			
				𝑗
				=
				1
			

		
	
	
	
		
			
				𝑗
				=
				2
			

		
	
	
	
		
			
				𝑗
				=
				3
			

		
	

	

	
	
		
			
				𝑖
				=
				1
			

		
	
	5	6	5.5
	
	
		
			
				𝑖
				=
				2
			

		
	
	7	8	8.5
	
	
		
			
				𝑖
				=
				3
			

		
	
	11	12	10.5
	
	
		
			
				𝑖
				=
				4
			

		
	
	15	18	14.5
	
	
		
			
				𝑖
				=
				5
			

		
	
	6	5	7.5
	

	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			
				𝑖
				𝑗
			

		
	
	
	
		
			
				𝑗
				=
				1
			

		
	
	
	
		
			
				𝑗
				=
				2
			

		
	
	
	
		
			
				𝑗
				=
				3
			

		
	

	

	
	
		
			
				𝑖
				=
				1
			

		
	
	5.5	6.5	6
	
	
		
			
				𝑖
				=
				2
			

		
	
	8	9	9.5
	
	
		
			
				𝑖
				=
				3
			

		
	
	12	14	12
	
	
		
			
				𝑖
				=
				4
			

		
	
	16	20	16
	
	
		
			
				𝑖
				=
				5
			

		
	
	7	6	8
	

	
	
		
			

				𝑇
			

			
				𝑖
				𝑗
			

		
	
	
	
		
			
				𝑗
				=
				1
			

		
	
	
	
		
			
				𝑗
				=
				2
			

		
	
	
	
		
			
				𝑗
				=
				3
			

		
	

	

	
	
		
			
				𝑖
				=
				1
			

		
	
	8	7	6
	
	
		
			
				𝑖
				=
				2
			

		
	
	7	6	5
	
	
		
			
				𝑖
				=
				3
			

		
	
	10	9	9.5
	
	
		
			
				𝑖
				=
				4
			

		
	
	12	10	11
	
	
		
			
				𝑖
				=
				5
			

		
	
	8	9	10
	

	
	
		
			

				𝑈
			

			
				0
				𝑖
				𝑗
			

		
	
	
	
		
			
				𝑗
				=
				1
			

		
	
	
	
		
			
				𝑗
				=
				2
			

		
	
	
	
		
			
				𝑗
				=
				3
			

		
	

	

	
	
		
			
				𝑖
				=
				1
			

		
	
	0.4	0.5	0.3
	
	
		
			
				𝑖
				=
				2
			

		
	
	0.5	0.6	0.55
	
	
		
			
				𝑖
				=
				3
			

		
	
	0.4	0.5	0.55
	
	
		
			
				𝑖
				=
				4
			

		
	
	0.3	0.3	0.3
	
	
		
			
				𝑖
				=
				5
			

		
	
	0.3	0.25	0.3
	

	
	
		
			

				𝜙
			

			
				𝑖
				𝑗
			

		
	
	
	
		
			
				𝑗
				=
				1
			

		
	
	
	
		
			
				𝑗
				=
				2
			

		
	
	
	
		
			
				𝑗
				=
				3
			

		
	

	

	
	
		
			
				𝑖
				=
				1
			

		
	
	0.4	0.3	0.4
	
	
		
			
				𝑖
				=
				2
			

		
	
	0.3	0.4	0.3
	
	
		
			
				𝑖
				=
				3
			

		
	
	0.5	0.3	0.2
	
	
		
			
				𝑖
				=
				4
			

		
	
	0.3	0.2	0.5
	
	
		
			
				𝑖
				=
				5
			

		
	
	0.4	0.3	0.3
	



Table 3: Basic data (3.2).
	

	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				𝑖
			

		
	
	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				1
			

		
	
	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				2
			

		
	
	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				3
			

		
	
	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				4
			

		
	
	
	
		
			

				𝐶
			

			
				e
				x
				t
			

			

				5
			

		
	

	2	4	6	8	3
	

	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				𝑖
			

		
	
	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				1
			

		
	
	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				2
			

		
	
	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				3
			

		
	
	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				4
			

		
	
	
	
		
			

				𝑝
			

			
				e
				x
				t
			

			

				5
			

		
	

	3	5	7	9	4
	

	
	
		
			

				𝑇
			

			
				𝑖
				e
				x
				p
			

		
	
	
	
		
			

				𝑇
			

			
				1
				e
				x
				p
			

		
	
	
	
		
			

				𝑇
			

			
				2
				e
				x
				p
			

		
	
	
	
		
			

				𝑇
			

			
				3
				e
				x
				p
			

		
	
	
	
		
			

				𝑇
			

			
				2
				e
				x
				p
			

		
	
	
	
		
			

				𝑇
			

			
				5
				e
				x
				p
			

		
	

	7	6	8	14	8
	

	
	
		
			

				𝛽
			

			

				𝑖
			

		
	
	
	
		
			

				𝛽
			

			

				1
			

		
	
	
	
		
			

				𝛽
			

			

				2
			

		
	
	
	
		
			

				𝛽
			

			

				3
			

		
	
	
	
		
			

				𝛽
			

			

				4
			

		
	
	
	
		
			

				𝛽
			

			

				5
			

		
	

	0.1	0.2	0.2	0.15	0.15
	

	
	
		
			

				𝑇
			

			
				∗
				𝑖
			

		
	
	
	
		
			

				𝑇
			

			
				∗
				2
			

		
	
	
	
		
			

				𝑇
			

			
				∗
				3
			

		
	
	
	
		
			

				𝑇
			

			
				∗
				4
			

		
	
	
	
		
			

				𝑇
			

			
				∗
				5
			

		
	
	
	
		
			

				𝑇
			

			
				∗
				6
			

		
	

	1	2	3	3	2
	



In the model solving, genetic algorithms and Matlab 7.0 software are used. Assuming the genetic population to be 200, the hereditary algebra to be 400, the adjustment coefficient 
	
		
			
				𝑅
				=
				1
			

		
	
, and the relationship cost coefficient 
	
		
			
				𝐶
				=
				1
				.
				2
			

		
	
, then the calculation result of comprehensive performance 
	
		
			

				𝑍
			

		
	
 is equal to 0.6802. The time parameters of each FLSP in every process are shown in Table 4.
Table 4: Calculation results.
	

	Process 
	
		
			

				𝑖
			

		
	
	
	
		
			

				𝐹
			

			
				𝑖
				𝑗
			

		
	
	
	
		
			

				𝑇
			

			
				e
				x
				p
				𝑖
				𝑗
			

		
	
	The total operation time of each FLSP 
	

	
	
		
			
				𝑖
				=
				1
			

		
	
	
	
		
			

				𝐹
			

			
				1
				1
			

		
	
	−0.4181	7.5819
	
	
		
			

				𝐹
			

			
				1
				2
			

		
	
	
												0.0223
												7.0223
	
	
		
			

				𝐹
			

			
				1
				3
			

		
	
	
												0.0204
												6.0204
	

	
	
		
			
				𝑖
				=
				2
			

		
	
	
	
		
			

				𝐹
			

			
				2
				1
			

		
	
	
												0.0287
												7.0287
	
	
		
			

				𝐹
			

			
				2
				2
			

		
	
	−0.0039	5.9961
	
	
		
			

				𝐹
			

			
				2
				3
			

		
	
	
												0.0001
												5.0001
	

	
	
		
			
				𝑖
				=
				3
			

		
	
	
	
		
			

				𝐹
			

			
				3
				1
			

		
	
	−0.4028	9.5972
	
	
		
			

				𝐹
			

			
				3
				2
			

		
	
	−0.0014	8.9986
	
	
		
			

				𝐹
			

			
				3
				3
			

		
	
	−0.0297	9.4703
	

	
	
		
			
				𝑖
				=
				4
			

		
	
	
	
		
			

				𝐹
			

			
				4
				1
			

		
	
	
	
		
			
				0
				.
				0
				0
				8
				7
			

		
	
	12.0087
	
	
		
			

				𝐹
			

			
				4
				2
			

		
	
	
												4.0001
												14.0001
	
	
		
			

				𝐹
			

			
				4
				3
			

		
	
	
												0.0363
												11.0363
	

	
	
		
			
				𝑖
				=
				5
			

		
	
	
	
		
			

				𝐹
			

			
				5
				1
			

		
	
	
	
		
			
				−
				0
				.
				0
				1
				5
				1
			

		
	
	7.9849
	
	
		
			

				𝐹
			

			
				5
				2
			

		
	
	
												0.0110
												9.0110
	
	
		
			

				𝐹
			

			
				5
				3
			

		
	
	−0.8012	9.1988
	



We can find that among the 15 FLSPs, seven completed the order with time compression (
	
		
			

				𝑇
			

			
				e
				x
				p
				𝑖
				𝑗
			

			
				<
				0
			

		
	
), and eight completed the order with time delay (
	
		
			

				𝑇
			

			
				e
				x
				p
				𝑖
				𝑗
			

			
				>
				0
			

		
	
).
5.2. The Effect of Time Delay Coefficient on LSSC Scheduling Results 
In practice, responding rapidly to customized demand is one of the main features of the mass-customized LSSC. It is often the case that the LSI requires its FLSPs to compress their service time frequently to respond to the customer’s demand. Therefore, the order is completed ahead of the expected time, which is reflected in the model as 
	
		
			

				𝛽
			

			

				𝑖
			

			
				𝑅
				<
				0
			

		
	
. In some cases, if the time requirement of the order is not that urgent, LSI may permit its FLSPs to delay their work. That is, the completion time is later than the expected time, which is reflected in the model as 
	
		
			

				𝛽
			

			

				𝑖
			

			
				𝑅
				>
				0
			

		
	
. The permitted order completion time is directly related to the difficulty faced by FLSPs in completing the order. It has a direct impact on the cost of these FLSPs. To describe the two situations, we discuss the influence of the time delay (or compression) coefficient on the satisfaction of LSSC and on the order completion time. We use the synthesized objective function 
	
		
			

				𝑍
			

		
	
 to denote the comprehensive performance of LSSC. Keeping the model parameters unchanged and changing only the value of adjustment coefficient 
	
		
			

				𝑅
			

		
	
, we obtain the calculation results of 
	
		
			

				𝑍
			

		
	
. The results are presented in Table 5.
Table 5: The effect of time delay (compression) coefficient on the comprehensive performance of LSSC.
	

	
	
		
			

				𝑅
			

		
	
	
	
		
			

				𝑍
			

		
	

	

	
	
		
			
				2
				.
				4
			

		
	
	
	
		
			
				0
				.
				7
				0
				1
				9
			

		
	

	
												2
												
												0.7019
											
	
												1.6
												
												0.6948
											
	
												1.2
												
												0.6827
											
	
												1
												
												0.6802
											
	
												0.8
												
												0.6671
											
	
												0.4
												
												0.6615
											
	
												0
												
												0.6272
											
	−0.2	
												0.5999
											
	−0.4	
												0.5738
											
	−0.6	
	
		
			
				0
				.
				4
				4
				2
				9
			

		
	

	−0.8	
												0.3941
											
	−0.85	
												0.1175
											
	






When the calculation results in Table 5 are plotted, a curve is shown in Figure 2.

























	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
		
			
			
			
			
			
		
		
			
		
	

Figure 2: Curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝑅
			

		
	
.


5.2.1. Analysis of the Overall Change Trend
From Figure 2, we can observe that along with the increase of 
	
		
			

				𝑅
			

		
	
 (from negative to positive values), the synthesized objective function 
	
		
			

				𝑍
			

		
	
 rises gradually, which indicates that the satisfaction of LSSC increases and remains stable after reaching a certain value. The slope in the delay part is smaller; using the time delay strategy, the margin of increase in the LSSC’s comprehensive performance is slow. However, the slope of the curve in the time compression part is bigger than that in the time delay part. Hence, the influence on the comprehensive performance of LSSC is greater. It is due to that along with the increase of 
	
		
			

				𝑅
			

		
	
, these FLSPs can get time relaxation, but they are required to pay the delay cost at the same time. In addition, their additional time is occupied by the order, thus they could not use it to finish other service orders. And the more time relaxation is offered, the effect described above is larger. Therefore, 
	
		
			

				𝑍
			

		
	
 value is shown marginal decrease with the increasing of adjustment coefficient 
	
		
			

				𝑅
			

		
	
. Based on these facts, it can be inferred that in practice, before the LSI requires its FLSPs to operate with time compression (to shorten their operation time in finishing the same order), it is necessary to carefully weigh the advantages and disadvantages. Furthermore, following certain measures (such as offering cost compensation) to minimize the decline in the FLSPs’ satisfaction is necessary.
To further analyze the influence on the LSSC performance caused by the time delay (or time compression) coefficient, Section 5.2.2 and Section 5.2.3 cover the relevant conclusions drawn from the different parts of Figure 2.
5.2.2. Analysis of the Time Compression Part
Figure 3 shows the curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝑅
			

		
	
 when operation time is compressed. When 
	
		
			
				𝑅
				<
				0
			

		
	
, the LSSC is in the operation status of time compression. Figure 3 indicates that with the increase of the absolute value of 
	
		
			

				𝑅
			

		
	
, 
	
		
			

				𝑍
			

		
	
 decreases, which means that the performance of LSSC is declining. In the part of 
	
		
			

				𝑅
			

		
	
 decreasing from 0 to −0.9, from the slope of the curve (Figure 3), the 
	
		
			

				𝑍
			

		
	
 value decreases by a much larger margin (from 0.6272 to 0.1175). Thus, if FLSPs are required to operate in the time compression state, their total satisfaction will decline sharply. Moreover, a greater increase in time compression indicates a greater decline in the satisfaction of FLSPs. In our numerical example, if 
	
		
			
				𝑅
				<
				−
				0
				.
				9
			

		
	
, no solution in the model occurs, which means LSSC has collapsed and can no longer operate. This also shows that in practice, the order completion time of FLSP cannot be compressed infinitely. Upon reaching a certain point, the FLSP’s operation time can no longer be compressed. When working within this limitation time, the comprehensive performance of LSSC is at its lowest. 















	



	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
		
			
			
			
			
			
		
		
			
		
	

Figure 3: Curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝑅
			

		
	
 when operation time is compressed. 


5.2.3. Analysis of the Time Delay Part
Figure 4 shows the curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝑅
			

		
	
 when operation time is delayed. When 
	
		
			
				𝑅
				>
				0
			

		
	
, LSSC is in the operation status of time delay. Figure 4 indicates that along with the increase of 
	
		
			

				𝑅
			

		
	
, 
	
		
			

				𝑍
			

		
	
 also increases. That is, the comprehensive performance of LSSC continues to increase. However, when 
	
		
			
				𝑅
				>
				0
			

		
	
, 
	
		
			

				𝑍
			

		
	
 only increases slightly. The range of increase of 
	
		
			

				𝑍
			

		
	
 is far less than the range of its decline when operation time is delayed or compressed at the same extent. This occurs because in the case of time delay, FLSPs must pay the penalty cost. In addition, the same with that in Figure 2, the 
	
		
			

				𝑍
			

		
	
 value is shown that marginal decrease with the increasing of adjustment coefficient 
	
		
			

				𝑅
			

		
	
, the more time relaxation is offered, the more the service capacities of FLSPs are occupied and cannot be used to complete other service orders. For the reasons mentioned, FLSPs are generally unwilling to delay their completion time. 




	










	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	



	
	
	
	




	
	
	
	


	
	
	
	


	



	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
		
			
			
			
			
			
		
		
			
		
	

Figure 4: Curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝑅
			

		
	
 when operation time is delayed.


Figure 4 illustrates that 
	
		
			

				𝑍
			

		
	
 remains unchanged after 
	
		
			
				𝑅
				>
				2
			

		
	
, which shows that the time delay has reached the upper limit. Increasing the time delay coefficient is of no use to improve the 
	
		
			

				𝑍
			

		
	
 value anymore. In other words, 
	
		
			

				𝑍
			

		
	
 has reached the maximum at 
	
		
			
				𝑅
				=
				2
			

		
	
. It also explains that in practice, the service time cannot be delayed infinitely.
In summary, allowing the FLSPs to delay the order completion time to a certain extent will contribute to LSCC performance. However, constrained by the time connections between the upstream and downstream service processes, the LSSC’s performance improvement faces an upper limit.
5.3. The Effect of Relationship Cost Coefficient of LSI on LSSC Scheduling Results
The relationship cost coefficient is introduced into the model solving approach, and the cost of LSI is allowed to increase appropriately. In this part, we explore the effect of the LSI’s relationship cost coefficient on LSSC scheduling results to provide a theoretical basis for the LSI’s decision-making.
The relationship cost coefficient is made by LSI. Its size will have a direct influence on the FLSP’s satisfaction and on the overall performance of LSSC. To explore the relationship between the synthesized objective function and the cost relationship coefficient, we assign different values to 
	
		
			

				𝐶
			

		
	
, and then obtain the corresponding 
	
		
			

				𝑍
			

		
	
 (Table 6 and Figure 5).
Table 6: The effect of 
	
		
			

				𝐶
			

		
	
 on 
	
		
			

				𝑍
			

		
	
.
	

	
	
		
			

				𝐶
			

		
	
	0.05	0.1	0.15	0.2	0.25	0.3	0.35	0.4	0.5	1	2
	

	
	
		
			

				𝑍
			

		
	
	0.6792	0.6797	0.6798	0.6802	0.6807	0.6809	0.6811	0.6811	0.6811	0.6812	0.6812
	




















































	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
		
		
	


	
		
	


	
		
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
		
		
		
		
		
	


	
		
		
		
		
	


	
		
		
		
		
		
		
	


	
		
		
		
		
		
	


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
		
			
		
		
			
			
			
			
			
		
		
			
		
	

Figure 5: Curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝐶
			

		
	
.


Figure 5 shows the curve of 
	
		
			

				𝑍
			

		
	
 changed with 
	
		
			

				𝐶
			

		
	
. It indicates that along with the increase of 
	
		
			

				𝐶
			

		
	
, 
	
		
			

				𝑍
			

		
	
 also increases and ultimately tends to stabilize at 0.6812. Along with the increase of the LSI’s relationship cost coefficient, the comprehensive performance of LSSC increases as well. However, this improvement is not unlimited. Instead, it remains stable after reaching a certain value due to the mandatory requirement on service time that FLSPs must meet. As mentioned, the service time cannot be delayed or compressed without limit. Thus, when the cost augmentation increases to a certain level, continuing to increase the cost does not contribute to the improvement of the LSSC’s comprehensive performance. In the actual time scheduling, LSI may consider using the relationship cost coefficient strategy to improve the comprehensive performance of LSSC, but this improvement is limited.
5.4. Comparison of the Effects of Different Parameters on LSSC Scheduling Results
Following the preceding analysis, LSI can use both the relationship cost coefficient and the time delay coefficient to improve the comprehensive performance of LSSC. Indeed, these two strategies are often used by LSIs in actual time scheduling. To compare the effects of these two strategies, we respectively set 
	
		
			
				𝐶
				=
				1
				.
				2
			

		
	
 and 
	
		
			
				𝑅
				=
				1
				.
				2
			

		
	
 as benchmarks and figure out the proportion of the variations of 
	
		
			

				𝑍
			

		
	
 with 
	
		
			

				𝑅
			

		
	
 and 
	
		
			

				𝐶
			

		
	
. The results are shown in Table 7.
Table 7: Influence on the comprehensive performance of LSSC caused by time delay and cost increase.
	

	
	
		
			

				𝑅
			

		
	
	
	
		
			

				𝑍
			

		
	
	
	
		
			
				𝑅
				%
			

		
	
	
	
		
			
				𝑍
				%
			

		
	

	

	
	
		
			
				0
				.
				8
			

		
	
	
	
		
			
				0
				.
				6
				6
				7
				1
			

		
	
	
	
		
			
				−
				3
				3
				.
				3
				3
				%
			

		
	
	
	
		
			
				−
				2
				.
				2
				9
				%
			

		
	

	
	
		
			

				1
			

		
	
	
	
		
			
				0
				.
				6
				8
				0
				2
			

		
	
	
	
		
			
				−
				1
				6
				.
				6
				7
				%
			

		
	
	
	
		
			
				−
				0
				.
				3
				7
				%
			

		
	

	
	
		
			
				𝟏
				.
				𝟐
			

		
	
	
	
		
			
				𝟎
				.
				𝟔
				𝟖
				𝟐
				𝟕
			

		
	
	
	
		
			
				𝟎
				.
				𝟎
				𝟎
				%
			

		
	
	
	
		
			
				𝟎
				.
				𝟎
				𝟎
				%
			

		
	

	
	
		
			
				1
				.
				4
			

		
	
	
	
		
			
				0
				.
				6
				9
				3
				8
			

		
	
	
	
		
			
				1
				6
				.
				6
				7
				%
			

		
	
	
	
		
			
				1
				.
				6
				3
				%
			

		
	

	
	
		
			
				1
				.
				6
			

		
	
	
	
		
			
				0
				.
				6
				9
				4
				8
			

		
	
	
	
		
			
				3
				3
				.
				3
				3
				%
			

		
	
	
	
		
			
				1
				.
				7
				7
				%
			

		
	

	
	
		
			
				1
				.
				8
			

		
	
	
	
		
			
				0
				.
				6
				9
				7
				2
			

		
	
	
	
		
			
				5
				0
				.
				0
				0
				%
			

		
	
	
	
		
			
				2
				.
				1
				2
				%
			

		
	

	
	
		
			

				2
			

		
	
	
	
		
			
				0
				.
				7
				0
				1
				9
			

		
	
	
	
		
			
				6
				6
				.
				6
				7
				%
			

		
	
	
	
		
			
				2
				.
				8
				1
				%
			

		
	

	

	
	
		
			

				𝐶
			

		
	
	
	
		
			

				𝑍
			

		
	
	
	
		
			
				𝐶
				%
			

		
	
	
	
		
			
				𝑍
				%
			

		
	

	

	
	
		
			
				1
				.
				0
				5
			

		
	
	
	
		
			
				0
				.
				6
				7
				9
				2
			

		
	
	
	
		
			
				−
				1
				2
				.
				5
				0
				%
			

		
	
	
	
		
			
				−
				0
				.
				1
				5
				%
			

		
	

	
	
		
			
				1
				.
				1
			

		
	
	
	
		
			
				0
				.
				6
				7
				9
				7
			

		
	
	
	
		
			
				−
				8
				.
				3
				3
				%
			

		
	
	
	
		
			
				−
				0
				.
				0
				7
				%
			

		
	

	
	
		
			
				1
				.
				1
				5
			

		
	
	
	
		
			
				0
				.
				6
				7
				9
				8
			

		
	
	
	
		
			
				−
				4
				.
				1
				7
				%
			

		
	
	
	
		
			
				−
				0
				.
				0
				6
				%
			

		
	

	
	
		
			
				𝟏
				.
				𝟐
			

		
	
	
	
		
			
				𝟎
				.
				𝟔
				𝟖
				𝟎
				𝟐
			

		
	
	
	
		
			
				𝟎
				.
				𝟎
				𝟎
				%
			

		
	
	
	
		
			
				𝟎
				.
				𝟎
				𝟎
				%
			

		
	

	
	
		
			
				1
				.
				2
				5
			

		
	
	
	
		
			
				0
				.
				6
				8
				0
				7
			

		
	
	
	
		
			
				4
				.
				1
				7
				%
			

		
	
	
	
		
			
				0
				.
				0
				7
				%
			

		
	

	
	
		
			
				1
				.
				3
			

		
	
	
	
		
			
				0
				.
				6
				8
				0
				9
			

		
	
	
	
		
			
				8
				.
				3
				3
				%
			

		
	
	
	
		
			
				0
				.
				1
				0
				%
			

		
	

	
	
		
			
				1
				.
				3
				5
			

		
	
	
	
		
			
				0
				.
				6
				8
				1
				1
			

		
	
	
	
		
			
				1
				2
				.
				5
				0
				%
			

		
	
	
	
		
			
				0
				.
				1
				3
				%
			

		
	

	
	
		
			
				1
				.
				4
			

		
	
	
	
		
			
				0
				.
				6
				8
				1
				1
			

		
	
	
	
		
			
				1
				6
				.
				6
				7
				%
			

		
	
	
	
		
			
				0
				.
				1
				3
				%
			

		
	

	
	
		
			
				1
				.
				5
			

		
	
	
	
		
			
				0
				.
				6
				8
				1
				1
			

		
	
	
	
		
			
				2
				5
				.
				0
				0
				%
			

		
	
	
	
		
			
				0
				.
				1
				3
				%
			

		
	

	
	
		
			

				2
			

		
	
	
	
		
			
				0
				.
				6
				8
				1
				2
			

		
	
	
	
		
			
				6
				6
				.
				6
				7
				%
			

		
	
	
	
		
			
				0
				.
				1
				5
				%
			

		
	

	



Plotting the data in Table 7 into a line chart, we obtain Figure 6. Figure 6 shows the comparison of the performance changes caused by 
	
		
			

				𝐶
			

		
	
 and 
	
		
			

				𝑅
			

		
	
. It clearly shows the following.(1)The slope of the curve of 
	
		
			

				𝑍
			

		
	
% varied with 
	
		
			

				𝑅
			

		
	
% is bigger than that of 
	
		
			

				𝑍
			

		
	
% varied with 
	
		
			

				𝐶
			

		
	
%. Therefore, compared with the cost augmentation, time delay is better in improving the comprehensive performance of LSSC.(2)In terms of the curve of 
	
		
			

				𝑍
			

		
	
% varied with 
	
		
			

				𝑅
			

		
	
%, when 
	
		
			

				𝑅
			

		
	
% is less than 0, the slope of the curve is bigger. Thus, if FLSPs operate in the time-compressed state and then the LSI allows some time delay, the improvement in the comprehensive performance of LSSC is much more significant. By contrast, if FLSPs operate in the time delay state, and then the LSI allows more time delay, the improvement in the comprehensive performance of LSSC is not substantial.

























































	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
	
	
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
	


	
		
	


	
		
	


	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	
	
		
	
	
		
	


	
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
		
		
		
		
		
		
		
		
		
	


	
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
		
		
		
		
		
	
	
		
	
	
		
	
	
		
	
	
		
	


	
	
	
	
	
	
	
	
	
	

Figure 6: Comparison of the performance changes caused by 
	
		
			

				𝐶
			

		
	
 and 
	
		
			

				𝑅
			

		
	
.


6. Main Conclusions and Management Insights
Based on the preceding analysis, the following conclusions can be made.(1)Along with the increase of 
	
		
			

				𝑅
			

		
	
 (from negative to positive value), the synthesized objective function 
	
		
			

				𝑍
			

		
	
 rises gradually, which shows that the overall satisfaction of LSSC increases and remains stable upon reaching a certain value with the time delay. Furthermore, time compression decreases the satisfaction level of FLSPs, whereas delaying the completion time increases their satisfaction.(2)Along with the increase in the LSI’s relationship cost coefficient, the comprehensive performance of LSSC increases as well. The effect on improving the comprehensive performance is relatively slow and improvement is limited and remains unchanged upon reaching a certain value.(3)Both time delay and the LSI’s relationship cost can improve the LSSC’s comprehensive performance to a certain degree. However, compared with the cost augmentation, time delay is better in improving the comprehensive performance of the LSSC. Based on this result, LSI should address the time scheduling problem reasonably and try to reduce unnecessary time compression requirements to prevent the sharp decline of the LSSC’s comprehensive performance. If the comprehensive performance of LSSC has to be improved, LSI should prioritize the use of the time delay strategy.(4)The results of numerical analysis indicate that the time scheduling model tends to reduce the operation time difference among various FLSPs that are in the same service process and always tries to bring the actual service time close to the expected service time. Thus, it is strongly recommended that the LSI could try its best to choose FLSPs with normal completion times that are close to one another’s to minimise the difference in the time of order completion. What the best case scenario is, the normal completion times of those FLSPs are the same as the expected working time. Furthermore, the time scheduling model indicates that with flexible scheduling, we could reach the goals of making the operation time to be compressed or to be delayed in accordance with customer’s needs. Time flexibility is a quite important characteristic of flexible supply chain. All the points mentioned previously contribute to make the 3rd-party logistics more reliable to customers, especially the manufacturers. It is helpful to release outsourcing pressure of the manufacturing industry. (5)Through the model established in this paper, it indicates that it is possible to get an optimized scheduling plan of the FLSPs’ operation time if LSI could get the parameters used in the time scheduling model. This model is suitable for the situation which is under the MC background and the CODP has been decided in advance. LSI could use this model to choose a better time delay coefficient and relationship cost coefficient, thus better manage his FLSPs.
7. Research Limitations and Future Work
After reviewing the literature on the LSSC scheduling model to minimize the total cost incurred in the LSSC, minimize the difference between the expected and actual times of completing the service order, and maximize the satisfaction of FLSPs, this paper has established a time scheduling model of LSSC that is constrained by the service order time requirement. Numerical analysis has been conducted by using the Matlab 7.0 software. The effects of the relationship cost coefficient and the time delay coefficient on the LSSC’s comprehensive performance have been discussed. Finally, the main conclusions and management insights have been presented.
However, certain limitations remain in this paper. For example, the model solving and analysis are only in accordance with a real numerical example, which cannot represent all actual situations. Besides, we consider the normal service time for a specific order (
	
		
			

				𝑇
			

			
				𝑖
				𝑗
			

		
	
) is certain, but in some cases, this parameter is stochastic. In the future, we could continue this research considering the stochastic factors. Furthermore, in this paper, it is assumed that the upstream service capability matches the downstream service capability without considering the unmatched cases. In the future, we can build a time scheduling model in which the capability is matched and the time flexibility is considered. This paper also assumes that mutual trust and collaboration have already been established among the participants in LSSC. However, actual scheduling problems indicate asymmetric information, which should be examined in future research.
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