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We consider the existence and properties of the global attractor for a class of reaction-diffusion equation 𝜕𝑢/𝜕𝑡 − Δ𝑢 − 𝑢 +
𝜅(𝑥)|𝑢|

𝑝−2
𝑢 + 𝑓(𝑢) = 0, in R𝑛

× R+; 𝑢(𝑥, 0) = 𝑢0(𝑥), in R𝑛. Under some suitable assumptions, we first prove that the problem
has a global attractor A in 𝐿2

(R𝑛
). Then, by using the 𝑍2-index theory, we verify that A is an infinite dimensional set and it

contains infinite distinct pairs of equilibrium points.

1. Introduction

In this paper, we are mainly concerned with the long-time
behaviour of solutions for the following reaction-diffusion
equation:

𝜕𝑢

𝜕𝑡
−Δ𝑢− 𝑢+ 𝜅 (𝑥) |𝑢|

𝑝−2
𝑢+𝑓 (𝑢) = 0,

in R
𝑛
×R

+
,

𝑢 (𝑥, 0) = 𝑢0 (𝑥) ,

in R
𝑛
,

(1)

where 𝑝 > 2 and 𝜅(𝑥) ≥ 𝛼0 > 0 satisfies

∫
R𝑛
(

1
𝜅 (𝑥)

)

2/(𝑝−2)
𝑑𝑥 < ∞ (2)

(e.g., 𝜅(𝑥) = (1 + |𝑥|)𝑟 with 𝑟 > (𝑝 − 2)𝑛/2). The function
𝑓 : R → R is continuous and satisfies the following
assumptions:

(𝑓1) 𝑓(𝑠) is odd; that is, 𝑓(−𝑠) = −𝑓(𝑠), for all 𝑠 ∈ R;

(𝑓2) there exists a constant 𝛼, 0 < 𝛼 < 𝑝 − 1, such that

sup lim
|𝑠|→∞

󵄨󵄨󵄨󵄨𝑓 (𝑠)
󵄨󵄨󵄨󵄨

|𝑠|
𝛼 = 0,

sup lim
|𝑠|→ 0

󵄨󵄨󵄨󵄨𝑓 (𝑠)
󵄨󵄨󵄨󵄨

|𝑠|
= 0;

(3)

(𝑓3) there exists a positive constant 𝑙 such that 𝑓󸀠
(𝑠) ≥ −𝑙;

(𝑓4) there exists a positive constant 𝛽 such that 0 ≤

𝛽𝐹(𝑠) ≤ 𝑓(𝑠)𝑠, where

𝐹 (𝑠) := ∫

𝑠

0
𝑓 (𝑠) 𝑑𝑠. (4)

As we know, the basic problems to consider the long-
time behaviour of solutions for the above equation are to
prove the existence of global attractors for the semigroup of
solutions and discuss some properties of the global attractors,
such as the dimension property and the existence of multiple
equilibrium points.

Those problems for the equations in bounded domains
have been studied extensively bymany authors and have been
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rather well understood; see, for example, [1–7]. However, the
solution for the equation is different in unbounded domain.
The main difference is the fact that, in contrast to the case
of bounded domains, the global attractors for the reaction-
diffusion equations in unbounded domains admit finite
dimension under some specific assumptions and infinite
dimension under general assumptions.

For the kind of equation

𝑑𝑢

𝑑𝑡
−Δ𝑢+𝑓 (𝑥, 𝑢) = ℎ (5)

in unbounded domains. In pioneering work [8], the authors
used weighted spaces instead of the usual spaces to prove
the existence of the global attractors; further details can be
found in [9–11]. In [12–15], the authors have developed some
new ideas and methods to deal with more general cases
in unbounded domains, including uniformly local Sobolev
spaces, locally compact attractor, and the so-called entropy
theory, and have obtained the existence of the locally compact
global attractors for the semigroups associated with the
equations. Under some structural assumptions on the term 𝑓
(i.e., 𝑓(𝑥, 𝑢)𝑢 ≥ 0 or 𝑓(𝑥, 𝑢)𝑢 ≥ 𝛼|𝑢|𝑝 + 𝜓(𝑥)), the authors in
[16, 17] prove the existence of global attractor for the equation
in unbounded domain in usual space 𝐿2(R𝑛

).
On the other hand, we have noticed that the 𝑍2-index is

a powerful method to find multiple critical points of some
even functional. The authors in [18] used the 𝑍2-index to
obtain the existence of infinite dimensional global attractor
for a class of 𝑝-Laplacian equation in bounded domain, for
which 𝑝 > 2 is necessary. Additional information about other
attractor problems can be found in [19–23].

Motivated by the above papers, in this paper, we are
interested in finding a semigroup associated with a reaction-
diffusion equation in unbounded domain, such that the semi-
group has a global attractor in the usual space; furthermore
the dimension of the global attractor is infinite.

The main results of this paper can be stated as follows.

Theorem 1. Assuming that 𝑛 ≥ 3, 𝑝 > 2, and 𝜅(𝑥) ≥ 𝛼0 > 0
satisfies condition (2) and the nonlinear term 𝑓 satisfies (𝑓1) ∼
(𝑓4), then reaction-diffusion equation (1) has a global attractor
A in 𝐿2(R𝑛

).

Theorem 2. Assume that 𝑛 ≥ 3, 𝑝 > 2, and 𝜅(𝑥) ≥ 𝛼0 > 0
satisfies condition (2) and the nonlinear term 𝑓 satisfies (𝑓1) ∼
(𝑓4). Let A be the global attractor of (1). Then, for any 𝑚 ∈

N+, there exists a neighborhood O(0) of the origin, such that
𝛾(A \ O(0)) ≥ 𝑚, where 𝛾(A \ O(0)) denotes the 𝑍2-index of
the setA \ O(0).

We recall that, from [24], any compact set 𝐸, with fractal
dimension dim(𝐸) = 𝑛, can be mapped into spaces R2𝑛+1 by
a linear odd Hölder continuous one-to-one projector. Thus,
we obtained the following corollary.

Corollary 3. Under the assumptions of Theorem 2, the fractal
dimension of the global attractorA is infinite.

Theorem 4. Assume that 𝑛 ≥ 3, 𝑝 > 2, and 𝜅(𝑥) ≥ 𝛼0 > 0
satisfies condition (2) and the nonlinear term 𝑓 satisfies (𝑓1) ∼
(𝑓4). Let A be the global attractor of (1). Then, A contains
infinite distinct pairs of equilibrium points.

The proofs of the above theorems are, respectively, given
in Sections 3 and 4. Some preliminaries and associate lemmas
can be found in Section 2.

2. Some Preliminaries

Initially, backgrounds about global attractors and 𝑍2-index
theory are reviewed. Proofs are then given for the lemmas and
the existence of solution for (1).

In this paper, we define the following space:

𝐻
1
𝜅
(R

𝑛
) ≜ 𝐷

1,2
(R

𝑛
) ∩ 𝐿

𝑝

𝜅
(R

𝑛
)

= {𝑢 | ‖𝑢‖𝑝,𝜅 + ‖𝑢‖𝐷1,2 <+∞} ,

(6)

with the corresponding norm

‖𝑢‖𝐻1
𝜅

= ‖𝑢‖𝑝,𝜅 + ‖𝑢‖𝐷1,2 , (7)

where

‖𝑢‖𝐷1,2 = (∫
R𝑛
|∇𝑢|

2
𝑑𝑥)

1/2
,

‖𝑢‖𝑝,𝜅 = (∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥)

1/𝑝
.

(8)

Let 𝑉 be a Banach space, and define Σ = {𝐴 ⊂ 𝑉 |

𝐴 closed, 𝐴 = −𝐴} as the class of closed symmetric subsets
of 𝑉. Based on this, the formal definition of 𝑍2-index can be
given.

Definition 5 (see [25]). Let 𝐴 ∈ Σ, 𝐴 ̸= 0. The 𝑍2-index or
Krasnoselskii genus 𝛾(𝐴) of 𝐴 is defined by

𝛾 (𝐴)

=
{

{

{

inf {𝑚 : ∃ℎ ∈ 𝐶0
(𝐴,R𝑚

\ {0}) , ℎ (−𝑢) = −ℎ (𝑢)} ,

∞, if {𝑚 : ∃ℎ ∈ 𝐶0
(𝐴,R𝑚

\ {0}) , ℎ (−𝑢) = −ℎ (𝑢)} = 0.

(9)

In particular, if 0 ∈ 𝐴, 𝛾(𝐴) = ∞, then define 𝛾(0) = 0.

The properties of 𝑍2-index 𝛾(𝐴) are provided in the
following lemma.

Lemma 6 (see [25]). Let ℎ ∈ 𝐶0
(𝑉, 𝑉) be an odd map and

𝐴,𝐴1, 𝐴2 ∈ Σ. Then the 𝑍2-index 𝛾(𝐴) on 𝑉 satisfies the
following properties:

(𝐴1) 𝛾(𝐴) ≥ 0, 𝛾(𝐴) = 0⇔ 𝐴 = 0;
(𝐴2) 𝐴1 ⊂ 𝐴2 ⇒ 𝛾(𝐴1) ≤ 𝛾(𝐴2);
(𝐴3) 𝛾(𝐴1 ∪ 𝐴2) ≤ 𝛾(𝐴1) + 𝛾(𝐴2);

(𝐴4) 𝛾(𝐴) ≤ 𝛾(ℎ(𝐴)), for all𝐴 ∈ Σ, and ℎ : 𝑉 → 𝑉 is odd
and continuous;
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(𝐴5) If 𝐴 ∈ Σ is compact and 0 ∉ 𝐴, then 𝛾(𝐴) < ∞ and
there exists a neighborhoodN of𝐴 in𝑉 such thatN ∈

Σ and 𝛾(𝐴) = 𝛾(N);
(𝐴6) For any bounded symmetric neighborhood Ω of the

origin in R𝑛 there holds 𝛾(𝜕Ω) = 𝑛.

Applying the index theory to an even functional 𝐸 on
some Banach space 𝑉, we can obtain a sequence of minimax
values. Moreover, if 𝐸 satisfies the (𝑃.𝑆.) condition, the
sequence of minimax values must be the critical values of the
functional 𝐸.

Definition 7 (see [25]). Let 𝑉 be a Banach space, 𝐸 ∈

𝐶
1
(𝑉,R), and 𝑑 ∈ R. The functional 𝐸 is said to satisfy the

(𝑃.𝑆.) condition if any sequence {𝑢𝑛} ⊂ 𝑉 such that

{𝐸 (𝑢𝑛)} is bounded and 𝐸󸀠
(𝑢𝑛) 󳨀→ 0 (10)

has a convergent subsequence.

Lemma8 (see [26]). Suppose𝑉 is a Banach space and suppose
𝐸 ∈ 𝐶

1
(𝑉,R), 𝐸(𝑢) = 𝐸(−𝑢) for all 𝑢. 𝐸 satisfies the following

conditions:

(𝐵1) there exists a subspace 𝑉𝑟 ⊂ 𝑉 with dim𝑉𝑟 = 𝑟 and
𝜌 > 0, such that

sup
𝑢∈𝑉
𝑟
∩𝑆
𝜌

𝐸 (𝑢) < 𝐸 (0) , (11)

where 𝑆𝜌 = {𝑢 ∈ 𝑉 | ‖𝑢‖ = 𝜌};
(𝐵2) there exists a closed subspace𝑊 ⊂ 𝑉 with codim𝑊 =

𝑠, such that

inf
𝑢∈𝑊
𝐸 (𝑢) > −∞; (12)

(𝐵3) 𝐸(𝑢) satisfies the (𝑃.𝑆.) condition.

Then if 𝑟 > 𝑠, the functional 𝐸 possesses at least 𝑟 − 𝑠 pairs of
critical points.

Following the proof in [8], we will prove the existence of
a unique weak solution of (1) for any initial data 𝑢0 ∈ 𝐿

2
(R𝑛
).

Firstly, we consider the problem in the bounded domain.
We denote Ω𝑅 = {𝑥 ∈ R𝑛

: |𝑥| < 𝑅} and the function Ψ𝑅 ∈

𝐶
∞
(R𝑛
) with 0 ≤ Ψ𝑅(𝑥) ≤ 1, |Ψ󸀠

𝑅
(𝑥)| ≤ 2, satisfying

Ψ𝑅 (𝑥) =
{

{

{

1, |𝑥| ≤ 𝑅 − 1,

0, |𝑥| ≥ 𝑅.

(13)

It is well known that (see, e.g., [5, 6])

𝜕𝑢

𝜕𝑡
−Δ𝑢− 𝑢+ 𝜅 (𝑥) |𝑢|

𝑝−2
𝑢+𝑓 (𝑢) = 0

in Ω𝑅 ×R
+
,

𝑢 (0) = 𝑢0,𝑅 in Ω𝑅,

𝑢 (𝑡)|𝜕Ω
𝑅

= 0

𝑡 ∈ (0,∞) ,

(14)

has a unique solution 𝑢𝑅, where 𝑢0,𝑅 = Ψ𝑅𝑢0. And for every
𝑇 > 0 it satisfies

𝑢𝑅 ∈ 𝐶 ([0, 𝑇] , 𝐿
2
(Ω𝑅)) ∩ 𝐿

2
(0, 𝑇,𝐻1

0 (Ω𝑅))

∩ 𝐿
𝑝
(0, 𝑇, 𝐿𝑝

𝜅
(Ω𝑅)) .

(15)

The following lemmas give some estimates for solution 𝑢𝑅

of the bounded problem (14).

Lemma 9. Let 𝑛 ≥ 3, 𝑝 > 2, 𝜅(𝑥) ≥ 𝛼0 > 0 satisfy condition
(2), and 𝑓 satisfies (𝑓1) ∼ (𝑓4); let 𝑢𝑅 be a solution of problem
(14). Then, for any 𝑇 > 0, the following estimates hold:

∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅 (𝑡)
󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ 𝐶1,

𝑡 ∈ [0, 𝑇] ,
(16)

∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
2
𝐻1

0 (Ω𝑅)
𝑑𝑡 +∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
𝑝

𝐿
𝑝

𝜅
(Ω
𝑅
)
𝑑𝑡 ≤ 𝐶2, (17)

where the constants 𝐶1, 𝐶2 depend on data 𝑇, 𝑢0,𝑅, and 𝜅 but
are independent of 𝑅.

Proof. Firstly, for any𝑢 ∈ 𝐿𝑝

𝜅
(Ω𝑅), utilizingHölder inequality,

we have

∫
Ω
𝑅

|𝑢|
2
𝑑𝑥 = ∫

Ω
𝑅

(
1
𝜅
)

2/𝑝
⋅ 𝜅

2/𝑝
|𝑢|

2
𝑑𝑥

≤ (∫
Ω
𝑅

(
1
𝜅
)

2/𝑝⋅𝑝/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

⋅ (∫
Ω
𝑅

𝜅 |𝑢|
𝑝
𝑑𝑥)

2/𝑝

≤ (∫
R𝑛
(
1
𝜅
)

2/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

⋅ (∫
Ω
𝑅

𝜅 |𝑢|
𝑝
𝑑𝑥)

2/𝑝

= 𝑀1 (𝜅) ‖𝑢‖
2
𝐿
𝑝

𝜅
(Ω
𝑅
)
.

(18)

Then utilizing Young’s inequality, we have

∫
Ω
𝑅

|𝑢|
2
𝑑𝑥 ≤ 𝑀2 (𝜅) +

1
𝑝
‖𝑢‖

𝑝

𝐿
𝑝

𝜅
(Ω
𝑅
)
, (19)

where

𝑀1 (𝜅) = (∫
R𝑛
(
1
𝜅
)

2/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

,

𝑀2 (𝜅) = 22/𝑝 ⋅
𝑝 − 2
𝑝

∫
R𝑛
(
1
𝜅
)

2/(𝑝−2)
𝑑𝑥.

(20)
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Multiplying (14) by 𝑢𝑅 and integrating overΩ𝑅, we have

1
2
𝑑

𝑑𝑡
∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥+∫

Ω
𝑅

󵄨󵄨󵄨󵄨∇𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥−∫

Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥

+∫
Ω
𝑅

𝜅
󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥+∫

Ω
𝑅

𝑓 (𝑢𝑅) 𝑢𝑅𝑑𝑥 ≤ 0,
(21)

and it follows from (19) and 𝑓(𝑢𝑅)𝑢𝑅 ≥ 0 that

1
2
𝑑

𝑑𝑡
∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥+∫

Ω
𝑅

󵄨󵄨󵄨󵄨∇𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥

+
𝑝 − 1
𝑝

∫
Ω
𝑅

𝜅
󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥 ≤ 𝑀2 (𝜅) .

(22)

Integrating 𝑡 between 0 and 𝑇 yields

1
2
󵄩󵄩󵄩󵄩𝑢𝑅 (𝑇)

󵄩󵄩󵄩󵄩
2
𝐿2(Ω
𝑅
)
−
1
2
󵄩󵄩󵄩󵄩𝑢0,𝑅

󵄩󵄩󵄩󵄩
2
𝐿2(Ω
𝑅
)
+∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
2
𝐻1

0 (Ω𝑅)
𝑑𝑡

+
𝑝 − 1
𝑝

∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
𝑝

𝐿
𝑝

𝜅
(Ω
𝑅
)
𝑑𝑡 ≤ 𝑇𝑀2 (𝜅) .

(23)

It follows that

∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
2
𝐻1

0 (Ω𝑅)
𝑑𝑡 +

𝑝 − 1
𝑝

∫

𝑇

0

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
𝑝

𝐿
𝑝

𝜅
(Ω
𝑅
)
𝑑𝑡

≤ 𝑇𝑀2 (𝜅) +
1
2
󵄩󵄩󵄩󵄩𝑢0,𝑅

󵄩󵄩󵄩󵄩
2
𝐿2(Ω
𝑅
)
,

(24)

which implies second estimate (17).
On the other hand, it follows from (21) and 𝑓(𝑢𝑅)𝑢𝑅 ≥ 0

that
1
2
𝑑

𝑑𝑡
∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ ∫

Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅

󵄨󵄨󵄨󵄨
2
𝑑𝑥. (25)

Referring to Gronwall’s inequality, first estimate (16) can be
easily obtained.

Lemma 10. Let 𝑛 ≥ 3, 𝑝 > 2, and 𝜅(𝑥) ≥ 𝛼0 > 0 satisfy
condition (2), and 𝑓 satisfies (𝑓1) ∼ (𝑓4); let 𝑢𝑅 be a solution of
problem (14).Then, for any 𝑇 > 0, the following estimate holds:

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝜕𝑢𝑅

𝜕𝑡

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩𝐿𝑝/(𝑝−1)(0,𝑇,(𝐻1
𝜅
(Ω
𝑅
))∗)

≤ 𝐶3, (26)

where (𝐻1
𝜅
(Ω𝑅))

∗
≜ (𝐻

1
0 (Ω𝑅) ∩𝐿

𝑝

𝜅
(Ω𝑅))

∗ and the constant 𝐶3
depends on data 𝑇, 𝑢0,𝑅, and 𝜅 but independent of 𝑅.

Proof. For any V ∈ 𝐻1
0 (Ω𝑅) ∩ 𝐿

𝑝

𝜅
(Ω𝑅), we have

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
⟨
𝜕𝑢𝑅

𝜕𝑡
, V⟩

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

Ω
𝑅

󵄨󵄨󵄨󵄨∇𝑢𝑅

󵄨󵄨󵄨󵄨 ⋅ |∇V| 𝑑𝑥 +∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅V
󵄨󵄨󵄨󵄨 𝑑𝑥

+∫
Ω
𝑅

𝜅
󵄨󵄨󵄨󵄨󵄨
𝑢

𝑝−1
𝑅

V
󵄨󵄨󵄨󵄨󵄨
𝑑𝑥 +∫

Ω
𝑅

𝑓 (𝑢𝑅) V 𝑑𝑥.
(27)

By (𝑓2) we find that
󵄨󵄨󵄨󵄨𝑓 (𝑢)

󵄨󵄨󵄨󵄨 ≤ 𝐶 (|𝑢| + |𝑢|
𝑝−1
) , (28)

so we get

∫
Ω
𝑅

𝑓 (𝑢𝑅) V 𝑑𝑥 ≤ 𝐶∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅V
󵄨󵄨󵄨󵄨 𝑑𝑥 +𝐶∫

Ω
𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢

𝑝−1
𝑅

V
󵄨󵄨󵄨󵄨󵄨
𝑑𝑥

≤ 𝐶∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅V
󵄨󵄨󵄨󵄨 𝑑𝑥

+
𝐶

𝛼0
∫
Ω
𝑅

𝜅
󵄨󵄨󵄨󵄨󵄨
𝑢

𝑝−1
𝑅

V
󵄨󵄨󵄨󵄨󵄨
𝑑𝑥.

(29)

Applying the Hölder inequality to each term, it follows that

∫
Ω
𝑅

󵄨󵄨󵄨󵄨∇𝑢𝑅

󵄨󵄨󵄨󵄨 ⋅ |∇V| 𝑑𝑥 ≤
󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩𝐻1
0 (Ω𝑅)

‖V‖𝐻1
0 (Ω𝑅)

,

∫
Ω
𝑅

󵄨󵄨󵄨󵄨𝑢𝑅V
󵄨󵄨󵄨󵄨 𝑑𝑥 ≤

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩𝐿2(Ω
𝑅
)
‖V‖𝐿2(Ω

𝑅
)

≤ 𝑀
2
1 (𝜅)

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩𝐿
𝑝

𝜅
(Ω
𝑅
)
‖V‖𝐿𝑝

𝜅
(Ω
𝑅
)
,

∫
Ω
𝑅

𝜅
󵄨󵄨󵄨󵄨󵄨
𝑢

𝑝−1
𝑅

V
󵄨󵄨󵄨󵄨󵄨
𝑑𝑥 ≤

󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
𝑝−1
𝐿
𝑝

𝜅
(Ω
𝑅
)
‖V‖𝐿𝑝

𝜅
(Ω
𝑅
)
.

(30)

Substituting into inequality (27), there exists a constant 𝐶3 >
0, such that

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝜕𝑢𝑅

𝜕𝑡

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩(𝐻1
𝜅
(Ω
𝑅
))∗

≤ 𝐶3 (
󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩𝐻1
0 (Ω𝑅)

+
󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩𝐿
𝑝

𝜅
(Ω
𝑅
)
+
󵄩󵄩󵄩󵄩𝑢𝑅

󵄩󵄩󵄩󵄩
𝑝−1
𝐿
𝑝

𝜅
(Ω
𝑅
)
) .

(31)

Then, referring to Lemma 9, the estimate

(∫

𝑇

0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝜕𝑢𝑅

𝜕𝑡

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

𝑝/(𝑝−1)

(𝐻1
𝜅
(Ω
𝑅
))∗
𝑑𝑡)

(𝑝−1)/𝑝

≤ 𝐶3 (32)

yields the conclusion.

It is worth noting that both estimates in Lemmas 9 and
10 are independent of 𝑅, so we let 𝑅 → +∞, providing
the existence and uniqueness of the solution of problem (1).
Before giving the proof of the existence theorem, we first state
the following two lemmas.

Lemma 11 (see [5]). Let 𝑉 ⊂⊂ 𝐻 ⊂ 𝑌 be Banach spaces,
with V reflexive. Suppose that {𝑢𝑛} is a sequence uniformly
bounded in 𝐿2(0, 𝑇, 𝑉) and {𝑑𝑢𝑛/𝑑𝑡} is uniformly bounded
in 𝐿𝑝

(0, 𝑇, 𝑌), for 𝑝 > 1. Then there is a subsequence that
converges strongly in 𝐿2(0, 𝑇,𝐻).

Lemma 12 (see [27]). Let 𝑥, 𝑦 ∈ R𝑁, 𝑝 ≥ 2, and ⟨⋅, ⋅⟩ be the
standard scalar product in R𝑁. Then, there exists a constant
𝛼 > 0 such that

⟨|𝑥|
𝑝−2
𝑥−
󵄨󵄨󵄨󵄨𝑦
󵄨󵄨󵄨󵄨
𝑝−2
𝑦, 𝑥 − 𝑦⟩ ≥ 𝛼

󵄨󵄨󵄨󵄨𝑥 − 𝑦
󵄨󵄨󵄨󵄨
𝑝
. (33)

Theorem 13. Let 𝑛 ≥ 3, 𝑝 > 2, 𝜅(𝑥) ≥ 𝛼0 > 0 satisfy condition
(2), and 𝑓 satisfies (𝑓1) ∼ (𝑓4), then for any 𝑢0 ∈ 𝐿2(R𝑛

) and
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𝑇 > 0, there exists a unique weak solution 𝑢(𝑥, 𝑡) of (1) which
satisfies

𝑢 ∈ 𝐶 ([0, 𝑇] , 𝐿2 (R𝑛
)) ∩ 𝐿

2
(0, 𝑇, 𝐷1,2

(R
𝑛
))

∩ 𝐿
𝑝
(0, 𝑇, 𝐿𝑝

𝜅
(R

𝑛
)) .

(34)

Furthermore, 𝑢0 󳨃→ 𝑢(𝑡) is continuous on 𝐿2(R𝑛
).

Proof. We choose 𝑅𝑘 such that 𝑅𝑘 → +∞ as 𝑘 → +∞.
Denote that 𝑢𝑅

𝑘

(𝑘 = 1, 2, . . .) are the solutions of boundary
problem (14) in the domainΩ𝑅

𝑘

.
Now, we extend the functions 𝑢𝑅

𝑘

(𝑘 = 1, 2, . . .) from
𝐿
2
(Ω𝑅) into 𝐿

2
(R𝑛
). For each 𝑘 ∈ N, define the function 𝑢𝑅

𝑘

as zero for |𝑥| ≥ 𝑅𝑘 and multiply by Ψ𝑅
𝑘

(𝑥), where Ψ𝑅
𝑘

(𝑥) is
defined by (13). For simplicity, we denote 𝑢𝑘 = Ψ𝑅

𝑘

𝑢𝑅
𝑘

by the
extended functions andΩ𝑘 ≜ Ω𝑅

𝑘

. Since

∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑘

󵄨󵄨󵄨󵄨
2
𝑑𝑥 = ∫

R𝑛

󵄨󵄨󵄨󵄨󵄨
Ψ𝑅
𝑘

𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥 ≤ ∫

Ω
𝑘

󵄨󵄨󵄨󵄨󵄨
𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥,

∫
R𝑛

󵄨󵄨󵄨󵄨∇𝑢𝑘

󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ 2∫

R𝑛

󵄨󵄨󵄨󵄨󵄨
∇Ψ𝑅

𝑘

󵄨󵄨󵄨󵄨󵄨

2 󵄨󵄨󵄨󵄨󵄨𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

+ 2∫
R𝑛

󵄨󵄨󵄨󵄨󵄨
Ψ𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2 󵄨󵄨󵄨󵄨󵄨∇𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

≤ 8∫
Ω
𝑘

󵄨󵄨󵄨󵄨󵄨
𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

+ 2∫
Ω
𝑘

󵄨󵄨󵄨󵄨󵄨
∇𝑢𝑅

𝑘

󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥,

∫
R𝑛
𝜅
󵄨󵄨󵄨󵄨𝑢𝑘

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥 ≤ ∫

Ω
𝑘

𝜅
󵄨󵄨󵄨󵄨󵄨
𝑢𝑅
𝑘

󵄨󵄨󵄨󵄨󵄨

𝑝

𝑑𝑥,

(35)

we obtain that Lemmas 9 and 10 are still valid. It follows that

{𝑢𝑘} is uniformly bounded in 𝐿∞
([0, 𝑇] , 𝐿2 (R𝑛

)) ,

{𝑢𝑘} is uniformly bounded in 𝐿2 (0, 𝑇, 𝐷1,2
(R

𝑛
)) ,

{𝑢𝑘} is uniformly bounded in 𝐿𝑝
(0, 𝑇, 𝐿𝑝

𝜅
(R

𝑛
)) ,

{
𝜕𝑢𝑘

𝜕𝑡
} is uniformly bounded in 𝐿𝑝/(𝑝−1)

(0, 𝑇,

(𝐻
1
𝜅
(R

𝑛
))

∗

) .

(36)

Hence, taking a subsequence of {𝑢𝑘} if necessary there exists
𝑢 ∈ 𝐿

∞
([0, 𝑇], 𝐿2(R𝑛

))∩𝐿
2
(0, 𝑇, 𝐷1,2

(R𝑛
))∩𝐿

𝑝
(0, 𝑇, 𝐿𝑝

𝜅
(R𝑛
))

such that

𝑢𝑘 ⇀ 𝑢, in 𝐿2 (0, 𝑇, 𝐷1,2
(R

𝑛
)) ,

𝑢𝑘 ⇀ 𝑢, in 𝐿𝑝
(0, 𝑇, 𝐿𝑝

𝜅
(R

𝑛
)) ,

𝜕𝑢𝑘

𝜕𝑡
⇀
𝜕𝑢

𝜕𝑡
in 𝐿𝑝/(𝑝−1)

(0, 𝑇, (𝐻1
𝜅
(R

𝑛
))

∗

) .

(37)

Similarly to the proof in [5, 6], we can obtain

𝑓 (𝑢𝑘) ⇀ 𝑓 (𝑢) in 𝐿𝑝/(𝑝−1)
(0, 𝑇, (𝐿𝑝

𝜅
(R

𝑛
))

∗
) . (38)

In addition, referring to Lemma 11, we have

𝑢𝑘 󳨀→ 𝑢 in 𝐿2 ([0, 𝑇] , 𝐿2 (R𝑛
)) . (39)

Therefore, for any V ∈ 𝐶∞

0 ([0, 𝑇],𝐻
1
𝜅
(R𝑛
)),

0 = ∫
𝑇

0
∫
R𝑛
(
𝜕𝑢𝑘

𝜕𝑡
−Δ𝑢𝑘 −𝑢𝑘 + 𝜅

󵄨󵄨󵄨󵄨𝑢𝑘

󵄨󵄨󵄨󵄨
𝑝−2
𝑢𝑘

+𝑓 (𝑢𝑘)) V 𝑑𝑥 𝑑𝑡 󳨀→ ∫

𝑇

0
∫
R𝑛
(
𝜕𝑢

𝜕𝑡
−Δ𝑢− 𝑢

+ 𝜅 |𝑢|
𝑝−2
𝑢+𝑓 (𝑢)) V 𝑑𝑥 𝑑𝑡.

(40)

Thus, 𝑢 is the weak solution of (1).
In the following, we will prove uniqueness of solution and

the continuous dependence. Let 𝑢, V be any two solutions of
(1) with initial data 𝑢0, V0; setting 𝑤 = 𝑢 − V, we have

𝜕𝑤

𝜕𝑡
−Δ𝑤−𝑤+𝜅 (𝑥) |𝑢|

𝑝−2
𝑢− 𝜅 (𝑥) |V|𝑝−2 V+𝑓 (𝑢)

−𝑓 (V) = 0,
(41)

with initial data 𝑤(0) = 𝑢0 − V0. Multiplying by 𝑤 and inte-
grating on R𝑛, we obtain

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑤|

2
𝑑𝑥+∫

R𝑛
|∇𝑤|

2
𝑑𝑥−∫

R𝑛
|𝑤|

2
𝑑𝑥

+∫
R𝑛
(𝑓 (𝑢) −𝑓 (V)) (𝑢 − V) 𝑑𝑥

+∫
R𝑛
(𝜅 |𝑢|

𝑝−2
𝑢− 𝜅 |V|𝑝−2 V) (𝑢 − V) 𝑑𝑥 = 0,

(42)

and it follows from Lemma 12 that

∫
R𝑛
(𝜅 |𝑢|

𝑝−2
𝑢− 𝜅 |V|𝑝−2 V) (𝑢 − V) 𝑑𝑥

≥ 𝛼∫
R𝑛
𝜅 |𝑢 − V|𝑝 𝑑𝑥 ≥ 0,

(43)

and by condition (𝑓3) we find that

∫
R𝑛
(𝑓 (𝑢) −𝑓 (V)) (𝑢 − V) 𝑑𝑥

= ∫
R𝑛
(∫

𝑢(𝑥)

V(𝑥)

𝑓
󸀠
(𝑠) 𝑑𝑠) (𝑢 (𝑥) − V (𝑥)) 𝑑𝑥

≥ − 𝑙 ∫
R𝑛
|𝑢 − V|2 𝑑𝑥 = − 𝑙 ∫

R𝑛
|𝑤|

2
𝑑𝑥.

(44)

Then note that ∫
R𝑛
|∇𝑤|

2
𝑑𝑥 ≥ 0; we have

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑤|

2
𝑑𝑥 ≤ (𝑙 + 1) ∫

R𝑛
|𝑤|

2
𝑑𝑥, (45)

and integrating this gives

‖𝑢 (𝑡) − V (𝑡)‖𝐿2 ≤ 𝑒
2(𝑙+1)𝑡 󵄩󵄩󵄩󵄩𝑢0 − V0

󵄩󵄩󵄩󵄩𝐿2 , (46)

which implies uniqueness if 𝑢0 = V0 and the continuous
dependence on initial data.
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The following theorem shows the existence of global
attractors when an absorbing set exists.

Lemma 14 (see [5, 6]). If a continuous semigroup 𝑆(𝑡) has a
compact absorbing set 𝐵, then there exists a global attractor
A = 𝜔(𝐵), where 𝜔(𝐵) is the 𝜔-limit set of the set 𝐵.

3. The Existence of a Global Attractor

In this section, we will proveTheorem 1. Before the proof, we
first give the following lemma.

Lemma 15. Assuming that 𝑛 ≥ 3, 𝑝 > 2, and 𝜅(𝑥) ≥ 𝛼0 > 0
satisfies assumption (2), then 𝐻1

𝜅
(R𝑛
) is compactly embedded

in 𝐿2(R𝑛
).

Proof. Assume that {𝑢𝑛} is a bounded sequence in 𝐻1
𝜅
(R𝑛
).

Then there exists a constant 𝐶 > 0, such that
󵄩󵄩󵄩󵄩𝑢𝑛

󵄩󵄩󵄩󵄩𝐷1,2(R𝑛) ≤ 𝐶,

󵄩󵄩󵄩󵄩𝑢𝑛

󵄩󵄩󵄩󵄩𝐿
𝑝

𝜅
(R𝑛)

≤ 𝐶,

(47)

so it has a subsequence {𝑢𝑛
𝑘

} satisfying

𝑢𝑛
𝑘

⇀ 𝑢0 in 𝐷1,2
(R

𝑛
) ,

𝑢𝑛
𝑘

⇀ 𝑢0 in 𝐿𝑝

𝜅
(R

𝑛
) .

(48)

For arbitrary 𝜀 > 0, choose the constant 𝑅 sufficiently large,
such that

(∫
R𝑛\Ω

𝑅

(
1
𝜅
)

2/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

<
𝜀

𝐶2 .
(49)

Note that Ψ𝑅+1𝑢𝑛
𝑘

⇀ Ψ𝑅+1𝑢0 in𝐻
1
0 (Ω𝑅+1) and due to the

boundedness of the domain Ω𝑅+1, the Sobolev embedding
theorem can be used, yielding

Ψ𝑅+1𝑢𝑛
𝑘

󳨀→ Ψ𝑅+1𝑢0 in 𝐿2 (Ω𝑅+1) . (50)

Then there exists 𝐾 > 0 sufficiently large such that, for all
𝑛𝑘 ≥ 𝐾, we have

∫
Ω
𝑅+1

󵄨󵄨󵄨󵄨󵄨
Ψ𝑅+1𝑢𝑛

𝑘

−Ψ𝑅+1𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥 < 𝜀, (51)

and it follows that
󵄩󵄩󵄩󵄩󵄩
𝑢𝑛
𝑘

−𝑢0
󵄩󵄩󵄩󵄩󵄩

2
𝐿2(R𝑛)

= ∫
Ω
𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

+∫
R𝑛\Ω

𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

≤ ∫
Ω
𝑅+1

󵄨󵄨󵄨󵄨󵄨
Ψ𝑅+1𝑢𝑛

𝑘

−Ψ𝑅+1𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

+∫
R𝑛\Ω

𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

≤ 𝜀 +∫
R𝑛\Ω

𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥.

(52)

Utilizing the Hölder inequality and inequality (49), we have

∫
R𝑛\Ω

𝑅

󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

= ∫
R𝑛\Ω

𝑅

(
1
𝜅
)

2/𝑝
⋅ 𝜅

2/𝑝 󵄨󵄨󵄨󵄨󵄨𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
𝑑𝑥

≤ (∫
R𝑛\Ω

𝑅

(
1
𝜅
)

2/𝑝⋅𝑝/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

⋅ (∫
R𝑛\Ω

𝑅

[𝜅
2/𝑝 󵄨󵄨󵄨󵄨󵄨𝑢𝑛

𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

2
]
𝑝/2
𝑑𝑥)

2/𝑝

= (∫
R𝑛\Ω

𝑅

(
1
𝜅
)

2/(𝑝−2)
𝑑𝑥)

(𝑝−2)/𝑝

⋅ (∫
R𝑛\Ω

𝑅

𝜅
󵄨󵄨󵄨󵄨󵄨
𝑢𝑛
𝑘

−𝑢0
󵄨󵄨󵄨󵄨󵄨

𝑝

𝑑𝑥)

2/𝑝

<
𝜀

𝐶2 ⋅
󵄩󵄩󵄩󵄩󵄩
𝑢𝑛
𝑘

−𝑢0
󵄩󵄩󵄩󵄩󵄩

2
𝐿
𝑝

𝜅
(R𝑛)

<
𝜀

𝐶2 ⋅ 4𝐶
2
= 4𝜀,

(53)

which implies

󵄩󵄩󵄩󵄩󵄩
𝑢𝑛
𝑘

−𝑢0
󵄩󵄩󵄩󵄩󵄩

2
𝐿2(R𝑛)

< 5𝜀, for 𝑛𝑘 ≥ 𝐾. (54)

This completes the proof of Lemma 15.

Proof of Theorem 1. In order to prove that (1) has a global
attractor, referring to Lemma 14, it is sufficient to show the
existence of a compact absorbing set in 𝐿2(R𝑛

).
Let 𝑢 be the solution of (1); multiplying the first equation

of (1) by 𝑢 and integrating on R𝑛, it follows that

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑢|

2
𝑑𝑥+∫

R𝑛
|∇𝑢|

2
𝑑𝑥−∫

R𝑛
|𝑢|

2
𝑑𝑥

+∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥+∫

R𝑛
𝑓 (𝑢) 𝑢 𝑑𝑥 = 0.

(55)

Since ∫
R𝑛
|∇𝑢|

2
𝑑𝑥 ≥ 0 and 𝑓(𝑢)𝑢 ≥ 0, we have

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑢|

2
𝑑𝑥+∫

R𝑛
|𝑢|

2
𝑑𝑥

≤ 2∫
R𝑛
|𝑢|

2
𝑑𝑥−∫

R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥.

(56)

Similar to estimate (19), we have

∫
R𝑛
|𝑢|

2
𝑑𝑥 ≤ 𝐶 (𝜅) +

1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥, (57)

and thus

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑢|

2
𝑑𝑥+∫

R𝑛
|𝑢|

2
𝑑𝑥

≤ 2𝐶 (𝜅) −(1− 2
𝑝
)∫

R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥.

(58)
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Note that 𝑝 > 2 yielded

𝑑

𝑑𝑡
∫
R𝑛
|𝑢|

2
𝑑𝑥+ 2∫

R𝑛
|𝑢|

2
𝑑𝑥 ≤ 4𝐶, (59)

and then Gronwall’s inequality can be applied, yielding

‖𝑢 (𝑡)‖
2
𝐿2(R𝑛)

≤ 4𝐶, when 𝑡 ≥ 𝑡0 (
󵄩󵄩󵄩󵄩𝑢0
󵄩󵄩󵄩󵄩𝐿2) , (60)

where 𝑡0 = (1/2)ln(‖𝑢0‖
2
𝐿2/2𝐶). Now, combining estimates

(55) and (57), we have

1
2
𝑑

𝑑𝑡
∫
R𝑛
|𝑢|

2
𝑑𝑥+

1
2
∫
R𝑛
|∇𝑢|

2
𝑑𝑥

+
1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥+∫

R𝑛
𝑓 (𝑢) 𝑢 𝑑𝑥 ≤ 𝐶.

(61)

Integrating between 𝑡 and 𝑡 + 1, it follows that

∫

𝑡+1

𝑡

(
1
2
∫
R𝑛
|∇𝑢 (𝑠)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢 (𝑠)|

𝑝
𝑑𝑥

+∫
R𝑛
𝑓 (𝑢 (𝑠)) 𝑢 (𝑠) 𝑑𝑥)𝑑𝑠 ≤ 𝐶+

1
2
‖𝑢 (𝑡)‖

2
𝐿2 .

(62)

When 𝑡 > 𝑡0, it follows from (60) that

∫

𝑡+1

𝑡

(
1
2
∫
R𝑛
|∇𝑢 (𝑠)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢 (𝑠)|

𝑝
𝑑𝑥

+∫
R𝑛
𝑓 (𝑢 (𝑠)) 𝑢 (𝑠) 𝑑𝑥)𝑑𝑠 ≤ 3𝐶.

(63)

Now,multiplying the first equation of (1) by𝑢𝑡 and integrating
on R𝑛, we obtain

𝑑

𝑑𝑡
(
1
2
∫
R𝑛
|∇𝑢|

2
𝑑𝑥−

1
2
∫
R𝑛
|𝑢|

2
𝑑𝑥

+
1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥+∫

R𝑛
𝐹 (𝑢) 𝑑𝑥)

= −∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑡

󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ 0,

(64)

so it follows from (61) and (64) that

𝑑

𝑑𝑡
(
1
2
∫
R𝑛
|∇𝑢|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥

+∫
R𝑛
𝐹 (𝑢) 𝑑𝑥) ≤ 𝐶.

(65)

Integrating between 𝑠 and 𝑡 (𝑡 − 1 ≤ 𝑠 < 𝑡), it holds that

1
2
∫
R𝑛
|∇𝑢 (𝑡)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑡)|

𝑝
𝑑𝑥

+∫
R𝑛
𝐹 (𝑢 (𝑡)) 𝑑𝑥 ≤ 𝐶+

1
2
∫
R𝑛
|∇𝑢 (𝑠)|

2
𝑑𝑥

+
1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑠)|

𝑝
𝑑𝑥+∫

R𝑛
𝐹 (𝑢 (𝑠)) 𝑑𝑥 ≤ 𝐶

+
1
2
∫
R𝑛
|∇𝑢 (𝑠)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑠)|

𝑝
𝑑𝑥

+
1
𝛽
∫
R𝑛
𝑓 (𝑢 (𝑠)) 𝑢 (𝑠) 𝑑𝑥.

(66)

Then integrating the equation with respect to 𝑠 between 𝑡 − 1
and 𝑡 again, we have

1
2
∫
R𝑛
|∇𝑢 (𝑡)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑡)|

𝑝
𝑑𝑥

+∫
R𝑛
𝐹 (𝑢 (𝑡)) 𝑑𝑥 ≤ 𝐶+∫

𝑡+1

𝑡

(
1
2
∫
R𝑛
|∇𝑢 (𝑠)|

2
𝑑𝑥

+
1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑠)|

𝑝
𝑑𝑥+

1
𝛽
∫
R𝑛
𝑓 (𝑢 (𝑠)) 𝑢 (𝑠) 𝑑𝑥)𝑑𝑠,

(67)

when 𝑡 > 𝑡0, so it follows from (63) and ∫
R𝑛
𝐹(𝑢(𝑡))𝑑𝑥 ≥ 0

that

1
2
∫
R𝑛
|∇𝑢 (𝑡)|

2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 |𝑢 (𝑡)|

𝑝
𝑑𝑥

≤ 𝐶+max{3, 3
𝛽
}𝐶,

(68)

which implies that there exists a constant 𝐶, such that

‖𝑢 (𝑡)‖𝐻1
𝜅

≤ 𝐶, ∀𝑡 > 𝑡0. (69)

Finally, referring to Lemma 15, 𝐻1
𝜅
(R𝑛
) is compactly

embedded in 𝐿2(R𝑛
), and we obtain a compact absorbing set

in 𝐿2(R𝑛
) which concludes the proof of Theorem 1.

4. The Dimension of the Global Attractor and
the Equilibrium Points

Next we will estimate the 𝑍2-index of the global attractor
obtained inTheorem 1. Before the formal proof ofTheorem 2,
we first consider the energy function

𝐸 (𝑢) =
1
2
∫
R𝑛
(|∇𝑢|

2
− |𝑢|

2
) 𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥

+∫
R𝑛
𝐹 (𝑢) 𝑑𝑥.

(70)

It iswell known that functional (70) has an infinite dimen-
sional negative subspace 𝐻− of 𝐻1

𝜅
(R𝑛
); that is, there exists
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linearly independent nonzero functions 𝑢1, 𝑢2, . . . , 𝑢𝑚, . . . ∈

𝐻
−, satisfying

∫
R𝑛

󵄨󵄨󵄨󵄨∇𝑢𝑚

󵄨󵄨󵄨󵄨
2
𝑑𝑥−∫

R𝑛

󵄨󵄨󵄨󵄨𝑢𝑚

󵄨󵄨󵄨󵄨
2
𝑑𝑥 < 0, 𝑚 = 1, 2, . . . . (71)

Let 𝐻𝑚 ≜ span{𝑢1, 𝑢2, . . . , 𝑢𝑚} be a subspace of 𝐻
− with

dim(𝐻𝑚) = 𝑚, where 𝑢1, 𝑢2, . . . , 𝑢𝑚 are orthogonal in both
𝐷

1,2
(R𝑛
) and 𝐿2(R𝑛

).
Now, we give the proof of Theorem 2.

Proof of Theorem 2. For arbitrary 𝑚 ∈ N+, we first prove
that there exists a set 𝐵𝑚 ∈ 𝐻

1
𝜅
(R𝑛
) with 𝛾(𝐵𝑚) ≥ 𝑚 and a

neighborhood O of the origin, such that

𝜔 (𝐵𝑚) ⊂ A \ O. (72)

It follows from (64) that

𝑑

𝑑𝑡
(𝐸 (𝑢)) = −∫

R𝑛

󵄨󵄨󵄨󵄨𝑢𝑡

󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ 0; (73)

that is, for any 𝑢0 ∈ 𝐻
1
𝜅
(R𝑛
), the function 𝑡 → 𝐸(𝑢(𝑡)) is

nonincreasing. For arbitrary𝑚 > 0 and 𝑢 ∈ 𝐻𝑚 \ {0}, we have

∫
R𝑛
|∇𝑢|

2
𝑑𝑥−∫

R𝑛
|𝑢|

2
𝑑𝑥 < 0. (74)

Denoting 𝐴𝑚 ≜ 𝐻𝑚 ∩ 𝑆1 = {𝑢 ∈ 𝐻𝑚 : ‖𝑢‖𝐻1
𝜅

= 1}, then 𝐴𝑚 is
compact in𝐻1

𝜅
(R𝑛
); thus, there exists 𝛿 > 0, such that for all

𝑢 ∈ 𝐴𝑚

∫
R𝑛
|∇𝑢|

2
𝑑𝑥−∫

R𝑛
|𝑢|

2
𝑑𝑥 < − 𝛿 < 0. (75)

Referring to Lemma 6 (𝐴6), for every constant 𝜀 > 0, we have

𝛾 (𝜀𝐴𝑚) = 𝛾 (𝐴𝑚) = 𝑚, (76)

where 𝜀𝐴𝑚 = {𝜀𝑢 : 𝑢 ∈ 𝐴𝑚}. Thus, for V = 𝜀𝑢 ∈ 𝜀𝐴𝑚, it
follows that

𝐸 (V) =
𝜀
2

2
∫
R𝑛
|∇𝑢|

2
𝑑𝑥−

𝜀
2

2
∫
R𝑛
|𝑢|

2
𝑑𝑥

+
𝜀
𝑝

𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥+∫

R𝑛
𝐹 (𝜀𝑢) 𝑑𝑥.

(77)

Recalling 𝑝 > 2 and condition (𝑓2), when 𝜀 is sufficiently
small, we have

𝐸 (V) ≤ −
𝜀
2
𝛿

2
+
𝜀
𝑝

𝑝
+ 𝑜 (𝜀

2
) ≤ − 𝛿1 < 0, ∀V ∈ 𝜀𝐴𝑚. (78)

In addition, since 𝐸(0) = 0 and 𝑡 → 𝐸(𝑢(𝑡)) is nonincreas-
ing, then 𝜔(𝜀𝐴𝑚) ⊂ A \ {0}. Since 𝜔(𝜀𝐴𝑚) is closed and
compact, there exists open neighborhood O of 0, such that

𝜔 (𝜀𝐴𝑚) ⊂ A \ O. (79)

Let 𝐵𝑚 = 𝜀𝐴𝑚; we have completed the proof of the first step.

Next, we only need to prove 𝛾(A \O) ≥ 𝛾(𝐵𝑚). Referring
to Lemma 6 (𝐴5), there exists N(A \ O), which is a neigh-
borhood ofA \ O, satisfying

𝛾 (N (A \ O)) = 𝛾 (A \ O) . (80)

In addition, referring to the definition of 𝜔-limit set 𝜔(𝐵𝑚),
there exists 𝑡0 > 0 such that

𝑆 (𝑡) 𝐵𝑚 ⊂N (𝜔 (𝐵𝑚)) ⊂N (A \ O) . (81)

Thus,

𝛾 (A \ O) = 𝛾 (N (A \ O)) ≥ 𝛾 (𝑆 (𝑡) 𝐵𝑚) . (82)

It is obvious that 𝑆(𝑡) is odd since 𝑆(𝑡)(−𝑢0) =

−𝑢(𝑡) = −𝑆(𝑡)𝑢0. Then, referring to Lemma 6 (𝐴4), we have
𝛾(𝑆(𝑡)𝐵𝑚) ≥ 𝛾(𝐵𝑚), and then 𝛾(A \O(0)) ≥ 𝛾(𝐵𝑚). The proof
is complete.

At last, we want to investigate existence of the multiple
equilibrium points of the equation, that is, solutions of the
following elliptic equation:

−Δ𝑢−𝑢+ 𝜅 (𝑥) |𝑢|
𝑝−2
𝑢+𝑓 (𝑢) = 0 in R

𝑛
. (83)

We consider the critical values of the energy functional
𝐸(𝑢) defined by (70). In order to obtain infinite critical values
by Lemma 8, we verify that the functional 𝐸(𝑢) is bounded
from below and satisfies the (𝑃.𝑆.) condition.

Lemma 16. The functional 𝐸(𝑢) defined by (70) is bounded
from below.

Proof. The functional is

𝐸 (𝑢) =
1
2
∫
R𝑛
|∇𝑢|

2
𝑑𝑥−

1
2
∫
R𝑛
|𝑢|

2
𝑑𝑥

+
1
𝑝
∫
R𝑛
𝜅 (𝑥) |𝑢|

𝑝
𝑑𝑥+∫

R𝑛
𝐹 (𝑢) 𝑑𝑥.

(84)

By estimate (57), it is easy to verify that the functional 𝐸(𝑢) is
bounded from below.

Lemma 17. Let𝐸(𝑢) be a functional defined by (70) and𝑑 ∈ R
be a constant, then any sequence {𝑢𝑛} ⊂ 𝐻

1

𝜅
(R𝑛
) such that

𝐸 (𝑢𝑛) ≤ 𝑑 ∀𝑛 ∈ N,

𝐸
󸀠
(𝑢𝑛) 󳨀→ 0

(85)

contains a convergent subsequence.

Proof. Since 𝐸(𝑢𝑛) ≤ 𝑑, we obtain

1
2
∫
R𝑛

󵄨󵄨󵄨󵄨∇𝑢𝑛

󵄨󵄨󵄨󵄨
2
𝑑𝑥+

1
𝑝
∫
R𝑛
𝜅 (𝑥)

󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥+∫

R𝑛
𝐹 (𝑢) 𝑑𝑥

≤ 𝑑+
1
2
∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
2
𝑑𝑥.

(86)
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Similarly to estimate (19), we have

∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
2
𝑑𝑥 ≤ 𝐶 (𝜅) +

1
𝑝
∫
R𝑛
𝜅 (𝑥)

󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥, (87)

and combining the above estimates and 𝐹(𝑢) ≥ 0, we have

1
2
∫
R𝑛

󵄨󵄨󵄨󵄨∇𝑢𝑛

󵄨󵄨󵄨󵄨
2
𝑑𝑥+

1
2𝑝
∫
R𝑛
𝜅 (𝑥)

󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥 ≤ 𝑑+

𝐶 (𝜅)

2
. (88)

It follows that ‖𝑢𝑛‖𝐻1
𝜅

is bounded.
Going if necessary to a subsequence, we assume that

𝑢𝑛 ⇀ 𝑢 in 𝐻1
𝜅
(R

𝑛
) . (89)

By Lemma 15, we have 𝑢𝑛 → 𝑢 in 𝐿2(R𝑛
). Observe that

⟨𝐸
󸀠
(𝑢𝑛) − 𝐸

󸀠
(𝑢) , 𝑢𝑛 −𝑢⟩

−∫
R𝑛
(𝑓 (𝑢𝑛) −𝑓 (𝑢)) (𝑢𝑛 −𝑢) 𝑑𝑥

= ∫
R𝑛

󵄨󵄨󵄨󵄨∇ (𝑢𝑛 −𝑢)
󵄨󵄨󵄨󵄨
2
𝑑𝑥−∫

R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛 −𝑢
󵄨󵄨󵄨󵄨
2
𝑑𝑥

+∫
R𝑛
(𝜅
󵄨󵄨󵄨󵄨𝑢𝑛

󵄨󵄨󵄨󵄨
𝑝−2
𝑢𝑛 − 𝜅 |𝑢|

𝑝−2
𝑢) (𝑢𝑛 −𝑢) 𝑑𝑥

≥ ∫
R𝑛

󵄨󵄨󵄨󵄨∇ (𝑢𝑛 −𝑢)
󵄨󵄨󵄨󵄨
2
𝑑𝑥−∫

R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛 −𝑢
󵄨󵄨󵄨󵄨
2
𝑑𝑥

+𝛼∫
R𝑛
𝜅
󵄨󵄨󵄨󵄨𝑢𝑛 −𝑢

󵄨󵄨󵄨󵄨
𝑝
𝑑𝑥.

(90)

Since 𝐸󸀠
(𝑢𝑛) → 0 and 𝑢𝑛 → 𝑢 in 𝐿2(R𝑛

), we can obtain that

⟨𝐸
󸀠
(𝑢𝑛) − 𝐸

󸀠
(𝑢) , 𝑢𝑛 −𝑢⟩ 󳨀→ 0, 𝑛 󳨀→ ∞,

∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛 −𝑢
󵄨󵄨󵄨󵄨
2
𝑑𝑥 󳨀→ 0, 𝑛 󳨀→ ∞,

−∫
R𝑛
(𝑓 (𝑢𝑛) −𝑓 (𝑢)) (𝑢𝑛 −𝑢) 𝑑𝑥

= −∫
R𝑛
(∫

𝑢
𝑛

𝑢

𝑓
󸀠
(𝑠) 𝑑𝑠) (𝑢𝑛 −𝑢) 𝑑𝑥

≤ 𝑙 ∫
R𝑛

󵄨󵄨󵄨󵄨𝑢𝑛 −𝑢
󵄨󵄨󵄨󵄨
2
𝑑𝑥 󳨀→ 0, 𝑛 󳨀→ ∞.

(91)

Thus we have proved that ‖𝑢𝑛 − 𝑢‖𝐻1
𝜅

→ 0, 𝑛 → ∞.

Now, we prove that the global attractor contains infinite
distinct pairs of equilibrium points.

Proof of Theorem 4. By the proof of Theorem 2, we obtain
that, for arbitrary 𝑟 > 0, there exists a subspace 𝑉𝑟 ⊂ 𝑉 with
dim𝑉𝑟 = 𝑟 and 𝜌 > 0, such that

sup
𝑢∈𝑉
𝑟
∩𝑆
𝜌

𝐸 (𝑢) < 𝐸 (0) = 0. (92)

The above two lemmas show that 𝐸 also satisfies conditions
(𝐵2) and (𝐵3) of Lemma 8; thus we obtain infinite pairs of
critical points, which implies the conclusion.

Remark 18. In this paper, we suppose that the nonlinear term
𝑓 is continuous. If 𝑓(𝑢) is a weak continuous function in
space 𝐻1

𝜅
(R𝑛
) or 𝑓(𝑥, 𝑢) : R𝑛

× R → R is a Carathéodory
mapping of𝐶1 in 𝑢, all conclusions in this paper are still valid.
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Bernal, “Asymptotic behavior and attractors for reaction dif-
fusion equations in unbounded domains,” Nonlinear Analysis:
Theory, Methods & Applications, vol. 56, no. 4, pp. 515–554,
2004.

[13] M. A. Efendiev and S. V. Zelik, “Upper and lower bounds
for the Kolmogorov entropy of the attractor for the RDE in
an unbounded domain,” Journal of Dynamics and Differential
Equations, vol. 14, no. 2, pp. 369–403, 2002.

[14] C. K. Zhong, M. H. Yang, and C. Y. Sun, “Global attractors
for the wave equation with nonlinear damping,” Journal of
Differential Equations, vol. 227, no. 2, pp. 427–443, 2006.

[15] S. Zelik, “The attractor for a nonlinear reaction-diffusion
system in the unbounded domain and kolmogorove's-entropy,”
Mathematische Nachrichten, vol. 232, no. 1, pp. 129–179, 2001.

[16] F. Morillas and J. Valero, “Attractors for reaction-diffusion
equations in RN with continuous nonlinearity,” Asymptotic
Analysis, vol. 44, no. 1-2, pp. 111–130, 2005.

[17] B. Wang, “Attractors for reaction-diffusion equations in
unbounded domains,” Physica D, vol. 128, no. 1, pp. 41–52, 1999.

[18] C. Zhong and W. Niu, “On the 𝑍2 index of the global attractor
for a class of𝑝-Laplacian equations,”Nonlinear Analysis:Theory,
Methods & Applications, vol. 73, no. 12, pp. 3698–3704, 2010.

[19] F. Abergel, “Existence and finite dimensionality of the global
attractor for evolution equations on unbounded domains,”
Journal of Differential Equations, vol. 83, no. 1, pp. 85–108, 1990.

[20] R.M. Brown, P. A. Perry, and Z. Shen, “On the dimension of the
attractor for the non-homogeneous Navier-Stokes equations in
non-smooth domains,” IndianaUniversityMathematics Journal,
vol. 49, no. 1, pp. 81–112, 2000.

[21] T. Caraballo, G. Lukaszewicz, and J. Real, “Pullback attractors
for asymptotically compact non-autonomous dynamical sys-
tems,” Nonlinear Analysis: Theory, Methods & Applications, vol.
64, no. 3, pp. 484–498, 2006.

[22] A. Miranville and S. Zelik, “Attractors for dissipative partial
differential equations in bounded and un-bounded domains,”
in Handbook of Differential Equations: Evolutionary Equations,
vol. 4, pp. 103–200, Elsevier, North-Holland, Amsterdam, The
Netherlands, 2008.

[23] B. X.Wang, “Pullback attractors for non-autonomous reaction-
diffusion equations on RN,” Frontiers of Mathematics in China,
vol. 4, no. 3, pp. 563–583, 2009.

[24] B. R. Hunt and V. Y. Kaloshin, “Regularity of embeddings of
infinite-dimensional fractal sets into finite-dimensional spaces,”
Nonlinearity, vol. 12, no. 5, pp. 1263–1275, 1999.

[25] M. Struwe, Variational Methods: Applications to Nonlinear Par-
tial Differential Equations and Hamiltonian Systems, Springer,
Berlin, Germany, 3rd edition, 1990.

[26] M. A. Krasnosel’skii and P. P. Zabreiko, Geometrical Methods of
Nonlinear Analysis, vol. 263 ofGrundlehren derMathematischen
Wissenschaften, Springer, Berlin, Germany, 1984.

[27] J. Simon, “Regularite de la solution d'une equation non lineaire
dans RN,” in Journées d'Analyse Non Linéaire, P. Benilan, Ed.,
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