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The finite-time control problem of discrete-time delayed Markovian jump systems with partially delayed actuator saturation is
considered by a mode-dependent parameter approach. Different from the traditionally saturated actuators, a kind of saturated
actuator being partially delay-dependent is firstly proposed, where both nondelay and delay states are included and occur
asynchronously.Moreover, the probability distributions of such two terms are described by the Bernoulli variable and are taken into
account in the controller design. Sufficient conditions for the existence of the desired controller are presented with LMIs. Finally, a
numerical example is provided to show the effectiveness and superiority of the obtained results.

1. Introduction

As we know,Markovian jump systems (MJSs) are very appro-
priate to describe dynamical systems experiencing changes in
their structures or parameters randomly. Up to now, many
important research topics of this kind of system, such as
stability analysis [1–4], stabilization [5–7], 𝐻∞ control and
filtering [8–11], output control [12, 13], state estimation [14,
15], adaptive control [16, 17], and synchronization [18, 19],
have been considered. By investigating most results on the
stability in the literature, it is seen that the classical Lyapunov
stability guaranteeing the stability in an infinite-time interval
was usually considered. Different from the classical Lyapunov
stability concept, finite-time stability is defined as the system
state that does not exceed a certain bound during a fixed
finite-time interval. The introduction of such a stability
concept is very necessary and important in many practical
applications, where the related quantities need to fall into
a range with specified bounds in a fixed-time interval. Up
to now, many results, such as finite-time stability [20–23],
stabilization [24, 25], finite-time𝐻∞ control or filtering [26–
28], and input-output finite-time stability and stabilization
[29, 30], have emerged.

On the other hand, many dynamical systems experi-
ence physical constraints, where actuator saturation is a
common control problem because the amplitude of the

actuator signal is limited by physical, technological, or even
safety constraints. It is very known that actuator satura-
tion could lead to poor performance of the closed-loop
systems and even instability. Because of its practical and
theoretical importance, stability analysis and synthesis for
control systems with actuator or sensor saturation have
received a lot of attention [31–36]. When the considered
system is an MJS, some results have been proposed such
as [37–41]. By investigating the above results on actuator
saturation, it is found that they are mainly based on an
estimate of the domain of attraction, where an equivalent
description of saturation actuator is needed. However, the
introduction of this transformation will make the complexity
of computation very large, especially for an MJS with N
operation modes. By introducing an inequality to enlarge
some terms related to saturation [42], some delay-dependent
stabilization results with less complexity were obtained in
[43]. It is seen that the introduced inequality is mainly used
in the derivative of Lyapunov function. Very recently, another
different inequality was introduced in [44], which was based
on an equivalent definition and was firstly used in the system
description. By investigating such references, it is found that
the designed state feedback controllers including delayed
systems are only related to nondelay state. This means that
the corresponding state should be available online. It will be
impossible in some practical applications, such as systems
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communicating through an unreliable network, where the
transmitted information is not obtained on time but has
time delay sometimes. In other words, the event of data
transmitted with or without time delay happens randomly.
Moreover, it is known that one cannot say that either of
the controllers only with nondelay or delay states is less
conservative or not. It is natural and better to consider them
together and design a kind of controller where both nondelay
and delay states are contained but occur asynchronously. To
the best of our knowledge, very few results are available to
study the above problems. All the observations motivate the
current research.

In this paper, we address the finite-time stabilization for
a class of discrete-time delayed Markovian jump systems,
where the actuator saturation is partially delay-dependent.
The main contributions of this paper are summarized as
follows. (1) A new kind of saturated controller being partially
delay-dependent is proposed, where both nondelay and delay
states are included but happen randomly. Moreover, the
related probability distribution is embodied by the Bernoulli
variable and is taken into account in its design. (2) Sufficient
conditions checking the finite-time stability of the underlying
system are presented with LMI forms, where a mode-
dependent parameter approach is exploited successfully. Par-
ticularly, some techniques in terms of additional inequalities
and variables are proposed to obtain the LMI conditions
ultimately. (3) Comparedwith the similar results about finite-
time stabilization ofMJSs with input saturation, the proposed
methods have some advantages in terms of being solved easily
and being less conservative. (4) The effects of time delay and
actuator saturation are fully considered, which are important
in system analysis and synthesis. Moreover, because of the
results within LMI framework, they could be extended to
other general cases directly.

Notation.R𝑛 denotes the 𝑛-dimensional Euclidean space, and
R𝑚×𝑛 is the set of all 𝑚 × 𝑛 real matrices. E{⋅} means the
mathematical expectation of {⋅}. ‖ ⋅ ‖ refers to the Euclidean
vector norm or spectral matrix norm.Z+ is the set of positive
integers.Ω is the sample space,F is the 𝜎-algebras of subsets
of the sample space, and P is the probability measure on F.
In symmetric block matrices, we use “∗” as an ellipsis for the
terms induced by symmetry, diag{⋅ ⋅ ⋅ } for a block-diagonal
matrix, and (𝑀)⋆ ≜ 𝑀 +𝑀𝑇.
2. Problem Formulation

Consider the following discrete-time delayed Markovian
jump system (DDMJS) subject to actuator saturation:𝑥 (𝑘 + 1) = 𝐴 (𝑟𝑘) 𝑥 (𝑘) + 𝐴𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑)+ 𝐵 (𝑟𝑘) sat (𝑢 (𝑘)) ,𝑥 (𝑘) = 𝜙 (𝑘) ,

(1)

where 𝑥(𝑘) ∈ R𝑛 is the state vector, 𝑢(𝑘) ∈ R𝑞 is the
control input, and 𝜙(𝑘) ∈ R𝑛 is the initial condition. Matrices𝐴(𝑟𝑘), 𝐴𝑑(𝑟𝑘), and 𝐵(𝑟𝑘) are known matrices of compatible
dimensions. {𝑟𝑘, 𝑘 ∈ Z+} is a discrete-time Markov process

taking values in a finite space S = {1, 2, . . . , 𝑁} with TRMΠ ≜ (𝜋𝑖𝑗) ∈ R𝑁×𝑁 given by

𝜋𝑖𝑗 = Pr {𝑟𝑘+1 = 𝑗 | 𝑟𝑘 = 𝑖} , (2)

where 0 ≤ 𝜋𝑖𝑗 ≤ 1 and ∑𝑁𝑗=1 𝜋𝑖𝑗 = 1 for all 𝑖 ∈ S. Time delay𝑑 satisfies 𝑑 > 0. Function sat(⋅): R𝑞 → R𝑞 is the standard
function defined as

sat (𝑢𝑖 (𝑘)) = [sat (𝑢1 (𝑘)) ⋅ ⋅ ⋅ sat (𝑢𝑞 (𝑘))]𝑇 , (3)

where sat(𝑢𝑖(𝑘)) = sign(𝑢𝑖(𝑘))min{1, |𝑢𝑖(𝑘)|}.
In this paper, the designed state feedback controller is

named to be a partially delay-dependent controller and is
described by

𝑢 (𝑘) = 𝛼 (𝑘)𝐾 (𝑟𝑘) 𝑥 (𝑘)+ (1 − 𝛼 (𝑘))𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑) , (4)

where 𝐾(𝑟𝑘) and 𝐾𝑑(𝑟𝑘) are the control gains to be deter-
mined. Stochastic variable 𝛼(𝑘) is an indicator and is defined
as follows:

𝛼 (𝑘) = {{{
1, if 𝑥 (𝑘) is available0, if 𝑥 (𝑘 − 𝑑) is available, (5)

which is satisfied as follows:

Pr {𝛼 (𝑘) = 1} = E {𝛼 (𝑘)} = 𝛼,
Pr {𝛼 (𝑘) = 0} = 1 − 𝛼. (6)

Then, the resulting closed-loop system is rewritten to be

𝑥 (𝑘 + 1) = 𝐴 (𝑟𝑘) 𝑥 (𝑘) + 𝐴𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑) + 𝐵 (𝑟𝑘)⋅ sat (𝛼 (𝑘)𝐾 (𝑟𝑘) 𝑥 (𝑘)+ (1 − 𝛼 (𝑘))𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑)) ,𝑥 (𝑘) = 𝜙 (𝑘) .
(7)

Definition 1. Given scalars 𝑐2 > 0, 𝐷 > 0 and matrix 𝑅𝑖 > 0,
DDMJS (1) with 𝑢(𝑘) = 0 is said to be stochastic finite-time
stable with respect to Γ𝑖 = (𝑐1, 𝑐2, 𝐷, 𝑅𝑖), if there is a positive
real scalar 𝑐1, possibly depending on 𝑐2,𝐷, and 𝑅𝑖, such that

E {𝑥𝑇 (𝑘1) 𝑅𝑖𝑥 (𝑘1)} ≤ 𝑐1 ⇒
E {𝑥𝑇 (𝑘2) 𝑅𝑖𝑥 (𝑘2)} ≤ 𝑐2, (8)

where 𝑘1 ∈ {−𝑑, −𝑑 + 1, . . . , −1, 0} and 𝑘2 ∈ {1, 2, . . . , 𝐷}.
By letting 𝜂 = 𝑢 − sat(𝑢), it is known that

sat (𝑢 (𝑘)) = 𝛼 (𝑘)𝐾 (𝑟𝑘) 𝑥 (𝑘)+ (1 − 𝛼 (𝑘))𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑)− [𝛼 (𝑘) 𝜂 (𝑟𝑘) + (1 − 𝛼 (𝑘)) 𝜂𝑑 (𝑟𝑘)]
(9)
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which is equivalent to

sat (𝑢 (𝑘)) = 𝛼𝐾 (𝑟𝑘) 𝑥 (𝑘) + (1 − 𝛼)𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑)
+ (𝛼 (𝑘) − 𝛼) (𝐾 (𝑟𝑘) 𝑥 (𝑘) − 𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑))
− [𝛼𝜂 (𝑟𝑘) + (1 − 𝛼) 𝜂𝑑 (𝑟𝑘)
+ (𝛼 (𝑘) − 𝛼) (𝜂 (𝑟𝑘) − 𝜂𝑑 (𝑟𝑘))] .

(10)

Then, the resulting closed-loop system becomes

𝑥 (𝑘 + 1) = 𝐴 (𝑟𝑘) 𝑥 (𝑘) + 𝐴𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑) + 𝐵 (𝑟𝑘)
⋅ (𝛼𝐾 (𝑟𝑘) 𝑥 (𝑘) + (1 − 𝛼)𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑) + (𝛼 (𝑘)
− 𝛼) (𝐾 (𝑟𝑘) 𝑥 (𝑘) − 𝐾𝑑 (𝑟𝑘) 𝑥 (𝑘 − 𝑑)) − (𝛼𝜂 (𝑟𝑘)
+ (1 − 𝛼) 𝜂𝑑 (𝑟𝑘) + (𝛼 (𝑘) − 𝛼) (𝜂 (𝑟𝑘) − 𝜂𝑑 (𝑟𝑘)))) ,

𝑥 (𝑘) = 𝜙 (𝑘) .
(11)

Remark 2. It is said that actuator saturation with descrip-
tion (4) is more general and has some advantages. Firstly,
compared with input saturation [31, 36, 37, 39, 41, 44]
where nondelay state should be available online, system
state 𝑥(𝑘) in description (4) is not necessary and could be
replaced by delay state 𝑥(𝑘 − 𝑑). Secondly, compared with
designed saturated controllers [35, 43] which were designed
for delayed systems without delay states, both nondelay and
delay states are included in the designed saturated controller.
As we know, because all the delay terms affect the results,
it is more conservative without considering them. Then, it
is said that our formulation about the actuator saturation
will have a larger application scope and less conservatism,
since both related states are involved, and theirs distribution
probabilities are also considered.

Lemma 3 (see [44]). Let 𝜂 = 𝑢 − 𝑠𝑎𝑡(𝑢). Then, there exists a
real number 𝜖 ∈ (0, 1) such that

𝜂𝑇𝜂 ≤ 𝜖𝑢𝑇𝑢, (12)

where 𝜂 = [𝜂1 ⋅ ⋅ ⋅ 𝜂𝑞]𝑇 and 𝜂𝑖 is the dead-zone nonlinearity
function, 𝑖 = {1, 2, . . . , 𝑞}.
3. Main Results

Theorem 4. Given a saturation controller (9), the resulting
closed-loop system (11) is finite-time stable with respect to Γ𝑖,
if, for given positive scalars 𝜇𝑖 ∈ [1,∞), 𝜖𝑖 ∈ (0, 1), and

𝜖𝑑𝑖 ∈ (0, 1), there exist 𝑃𝑖 > 0, 𝑄 > 0, 𝛾𝑖 > 0, 𝛿1 > 0, 𝛿2 > 0,
and ]2 > 0, such that

[[[[[[[[[[[[

Θ𝑖1 0 Θ𝑖2 Θ𝑖3 Θ𝑖4 0∗ −𝑄 Θ𝑖5 Θ𝑖6 0 Θ𝑖7∗ ∗ −𝑃𝑖 0 0 0∗ ∗ ∗ −𝑃𝑖 0 0∗ ∗ ∗ ∗ −𝛾𝑖𝐼 0∗ ∗ ∗ ∗ ∗ −𝛾𝑖𝐼

]]]]]]]]]]]]
< 0, (13)

[[
−𝛾𝑖𝐼 𝐵𝑇𝑖 𝑃𝑖∗ −𝑃𝑖 ]] ≤ 0, (14)

𝛿1𝐼 < �̂�𝑖 < 𝛿2𝐼, (15)

0 < �̂�𝑖 < ]2𝐼, (16)

𝜇𝐷𝑖 (𝛿2 + 𝑑]2) 𝑐1 ≤ 𝛿1𝑐2, (17)

where

Θ𝑖1 = 𝑄 − 𝜇𝑖𝑃𝑖,
Θ𝑖2 = √2𝐴𝑇𝑖 𝑃𝑖,𝐴𝑖 = 𝐴 𝑖 + 𝛼𝐵𝑖𝐾𝑖,
𝑃𝑖 = 𝑁∑
𝑗=1

𝜋𝑖𝑗𝑃𝑗
Θ𝑖3 = √2𝛼 (1 − 𝛼)𝐾𝑇𝑖 𝐵𝑇𝑖 𝑃𝑖,
Θ𝑖4 = √(6𝛼 − 4𝛼2) 𝜖𝑖𝛾𝑖𝐾𝑇𝑖
Θ𝑖5 = √2𝐴𝑇𝑑𝑖𝑃𝑖,
𝐴𝑑𝑖 = 𝐴𝑑𝑖 + (1 − 𝛼) 𝐵𝑖𝐾𝑑𝑖,
Θ𝑖6 = −√2𝛼 (1 − 𝛼)𝐾𝑇𝑑𝑖𝐵𝑇𝑖 𝑃𝑖
Θ𝑖7 = √(2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝛾𝑖𝐾𝑇𝑑𝑖,
�̂�𝑖 = 𝑅−1/2𝑖 𝑃𝑖𝑅−1/2𝑖 ,
�̂�𝑖 = 𝑅−1/2𝑖 𝑄𝑅−1/2𝑖 .

(18)

Proof. Choose a stochastic Lyapunov function for system (11)
as

𝑉 (𝑘) = 𝑥𝑇 (𝑘) 𝑃 (𝑟𝑘) 𝑥 (𝑘) + 𝑘−1∑
𝑙=𝑘−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) . (19)
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Then, it is further obtained that

E {𝑉 (𝑘 + 1)} = (𝐴𝑖𝑥 (𝑘) + 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑))𝑇
⋅ 𝑃𝑖 (𝐴𝑖𝑥 (𝑘) + 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑)) + 𝛼 (1 − 𝛼)
⋅ (𝐾𝑖𝑥 (𝑘) − 𝐾𝑑𝑖𝑥 (𝑘 − 𝑑) − (𝜂𝑖 − 𝜂𝑑𝑖))𝑇⋅ 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 (𝐾𝑖𝑥 (𝑘) − 𝐾𝑑𝑖𝑥 (𝑘 − 𝑑) − (𝜂𝑖 − 𝜂𝑑𝑖))+ [𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖]𝑇 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 [𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖]
− 2 (𝐴𝑖𝑥 (𝑘) + 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑))𝑇
⋅ 𝑃𝑖𝐵𝑖 [𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖] + 𝑘∑

𝑙=𝑘+1−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙)
= 𝑓𝑇𝑖1𝑃𝑖𝑓𝑖1 + 𝛼 (1 − 𝛼) 𝑓𝑇𝑖2𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖2
+ 𝑓𝑇𝑖3𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖3 − 2𝑓𝑇𝑖1𝑃𝑖𝐵𝑖𝑓𝑖3 + 𝑘∑

𝑙=𝑘+1−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙)
≤ 2𝑓𝑇𝑖1𝑃𝑖𝑓𝑖1 + 𝛼 (1 − 𝛼) 𝑓𝑇𝑖2𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖2
+ 2𝑓𝑇𝑖3𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖3 + 𝑘∑

𝑙=𝑘+1−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) ,

(20)

where 𝑓𝑖1 = 𝐴𝑖𝑥 (𝑘) + 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑) ,𝑓𝑖2 = 𝑓𝑖4 − (𝜂𝑖 − 𝜂𝑑𝑖) ,𝑓𝑖3 = 𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖,𝑓𝑖4 = 𝐾𝑖𝑥 (𝑘) − 𝐾𝑑𝑖𝑥 (𝑘 − 𝑑) .
(21)

Moreover, it is concluded that

𝛼 (1 − 𝛼) 𝑓𝑇𝑖2𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖2 = 𝛼 (1 − 𝛼) [𝑓𝑖4 − (𝜂𝑖 − 𝜂𝑑𝑖)]𝑇⋅ 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 [𝑓𝑖4 − (𝜂𝑖 − 𝜂𝑑𝑖)] ≤ 2𝛼 (1 − 𝛼)⋅ [𝑓𝑇𝑖4𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖4 + (𝜂𝑖 − 𝜂𝑑𝑖)𝑇 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 (𝜂𝑖 − 𝜂𝑑𝑖)]
≤ 2𝛼 (1 − 𝛼) 𝑓𝑇𝑖4𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖4 + 4𝛼 (1 − 𝛼)⋅ (𝜂𝑇𝑖 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑖 + 𝜂𝑇𝑑𝑖𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑑𝑖) ,

2𝑓𝑇𝑖3𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖3 = 2 [𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖]𝑇⋅ 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 [𝛼𝜂𝑖 + (1 − 𝛼) 𝜂𝑑𝑖]≤ 2 [𝛼𝜂𝑇𝑖 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑖 + (1 − 𝛼) 𝜂𝑇𝑑𝑖𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑑𝑖] .

(22)

Based on this, it is computed thatΔ𝑉 (𝑘) = E {𝑉𝑟𝑘 (𝑘 + 1) =, 𝑖𝑟𝑘+1 = 𝑗} − 𝑉 (𝑘)≤ 2𝑓𝑇𝑖1𝑃𝑖𝑓𝑖1 + 2𝛼 (1 − 𝛼) 𝑓𝑇𝑖4𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝑓𝑖4+ (6𝛼 − 4𝛼2) 𝜂𝑇𝑖 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑖

+ (2𝛼 − 4𝛼2 + 2) 𝜂𝑇𝑑𝑖𝐵𝑇𝑖 𝑃𝑖𝐵𝑖𝜂𝑑𝑖
+ 𝑘∑
𝑙=𝑘+1−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) − 𝑥𝑇 (𝑘) 𝑃𝑖𝑥 (𝑘)
− 𝑘−1∑
𝑙=𝑘−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) .
(23)

From condition (14), it is seen that𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 ≤ 𝛾𝑖𝐼. (24)

By Lemma 3, we have

𝛼 (𝑘) 𝜂𝑇𝑖 𝜂𝑖 + (1 − 𝛼 (𝑘)) 𝜂𝑇𝑑𝑖𝜂𝑑𝑖≤ 𝜖𝑖𝛼 (𝑘) (𝐾𝑖𝑥 (𝑘))𝑇𝐾𝑖𝑥 (𝑘)
+ 𝜖𝑑𝑖 (1 − 𝛼 (𝑘)) (𝐾𝑑𝑖𝑥 (𝑘 − 𝑑))𝑇𝐾𝑑𝑖𝑥 (𝑘 − 𝑑) .

(25)

Based on these, it is got that (23) is implied by

Δ𝑉 (𝑘) ≤ 2 (𝐴𝑖𝑥 (𝑘) + 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑))𝑇 𝑃𝑖 (𝐴𝑖𝑥 (𝑘)
+ 𝐴𝑑𝑖𝑥 (𝑘 − 𝑑)) + 2𝛼 (1 − 𝛼) (𝐾𝑖𝑥 (𝑘) − 𝐾𝑑𝑖𝑥 (𝑘 − 𝑑))𝑇
⋅ 𝐵𝑇𝑖 𝑃𝑖𝐵𝑖 (𝐾𝑖𝑥 (𝑘) − 𝐾𝑑𝑖𝑥 (𝑘 − 𝑑)) + (6𝛼 − 4𝛼2) 𝛾𝑖𝜖𝑖𝑥𝑇 (𝑘)
⋅ 𝐾𝑇𝑖 𝐾𝑖𝑥 (𝑘) + (2𝛼 − 4𝛼2 + 2) 𝛾𝑖𝜖𝑑𝑖𝑥𝑇 (𝑘 − 𝑑)𝐾𝑇𝑑𝑖𝐾𝑑𝑖𝑥 (𝑘
− 𝑑) + 𝑘∑

𝑙=𝑘+1−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) − 𝑥𝑇 (𝑘) 𝑃𝑖𝑥 (𝑘)
− 𝑘−1∑
𝑙=𝑘−𝑑

𝑥𝑇 (𝑙) 𝑄𝑥 (𝑙) = 𝜉𝑇 (𝐾)([𝑄 − 𝑃𝑖 00 −𝑄]
+ 2[[

𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]𝑃𝑖 [[
𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]
𝑇

+ 2𝛼 (1 − 𝛼) [ 𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]𝑃𝑖 [
𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]

𝑇

+ [[
(6𝛼 − 4𝛼2) 𝜖𝑖𝛾𝑖𝐾𝑇𝑖 𝐾𝑖 00 (2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝛾𝑖𝐾𝑇𝑑𝑖𝐾𝑑𝑖]])

⋅ 𝜉 (𝑘) = 𝜉𝑇 (𝐾)([𝑄 − 𝜇𝑖𝑃𝑖 00 −𝑄] + 2[[
𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]𝑃𝑖 [[

𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]
𝑇

+ 2𝛼 (1 − 𝛼) [ 𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]𝑃𝑖 [
𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]

𝑇

+ [[
(6𝛼 − 4𝛼2) 𝜖𝑖𝛾𝑖𝐾𝑇𝑖 𝐾𝑖 00 (2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝛾𝑖𝐾𝑇𝑑𝑖𝐾𝑑𝑖]])

⋅ 𝜉 (𝑘) + (𝜇𝑖 − 1) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡) ,

(26)
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where

𝜉𝑇 (𝑘) = [𝑥𝑇 (𝑘) 𝑥𝑇 (𝑘 − 𝑑)] . (27)

After applying the Schur complementary lemma to (13), it is
concluded that (26) implies

Δ𝑉 (𝑘) = E {𝑉 (𝑘 + 1)} − 𝑉 (𝑘)
≤ (𝜇𝑖 − 1) 𝑥𝑇 (𝑘) 𝑃𝑖𝑥 (𝑘) ≤ (𝜇𝑖 − 1)𝑉 (𝑘) . (28)

Therefore, one has

E {𝑉 (𝑘 + 1)} ≤ 𝜇𝑖𝑉 (𝑘) . (29)

It follows that

E {𝑉 (𝑘)} ≤ 𝜇𝑘𝑖 E {𝑉 (0)} . (30)

Based on the definitions of �̂�𝑖 and �̂�𝑖, it is obtained that

E {𝑉 (0)} = E {𝑥𝑇 (0) 𝑅1/2𝑖 �̂�𝑖𝑅1/2𝑖 𝑥 (0)}
+E{−1∑

−𝑑

𝑥𝑇 (𝑙) 𝑅1/2𝑖 �̂�𝑖𝑅1/2𝑖 𝑥 (𝑙)}
≤ 𝑐1sup
𝑖∈S

𝜆max (�̂�𝑖) + 𝑑𝑐1sup
𝑖∈S

𝜆max (�̂�𝑖) ,
(31)

where 𝑑 ∈ Z+. On the other hand, it is known from (19) that

E {𝑉 (𝑘)} ≥ E {𝑥𝑇 (𝑘) 𝑃𝑖𝑥 (𝑘)}
= E {𝑥𝑇 (𝑘) 𝑅1/2𝑖 �̂�𝑖𝑅1/2𝑖 𝑥 (𝑘)}
≥ inf
𝑖∈S
𝜆min (�̂�𝑖)E {𝑥𝑇 (𝑘) 𝑅𝑖𝑥 (𝑘)} .

(32)

Taking into account (30)–(32), we obtain that

inf
𝑖∈S
𝜆min (�̂�𝑖)E {𝑥𝑇 (𝑘) 𝑅𝑖𝑥 (𝑘)}
≤ 𝜇𝑘𝑖 𝑐1 (sup

𝑖∈S

𝜆max (�̂�𝑖) + 𝑑sup
𝑖∈S

𝜆max (�̂�𝑖)) . (33)

Based on conditions (15)–(17), it is obtained that

E {𝑥𝑇 (𝑘) 𝑅𝑖𝑥 (𝑘)} ≤ 𝜇𝐷𝑖 [𝛿2 + 𝑑]2] 𝑐1𝛿1 ≤ 𝑐2, (34)

where 𝑘 ∈ {1, 2, . . . , 𝐷}. This completes the proof.

Remark 5. In this paper, it is seen that a mode-dependent
parameter approach in terms of Δ𝑉(𝑘) ≤ (𝜇𝑖 − 1)𝑉(𝑘) is
exploited to deal with the finite-time stability problem of
DDMJS (1) with actuator saturation (9). Instead of choos-
ing a common scalar 𝜇 for all system modes, the mode-
dependent parameter 𝜇𝑖 is selected. Similar to the results in
[23], it is known that the corresponding results will be less
conservative. Moreover, in order to obtain LMI conditions,
some necessarily additional variables and inequalities are
introduced to be computed, which are not given beforehand.

Remark 6. From the proof of this theorem, it is seen that
the obtained result is based on the constructed Lyapunov
functional (19). It is said the selected Lyapunov functional is
without loss of generality.Thismeans that it could be replaced
by an improved or another one, where more information
of time delay or some double summable quadratic terms
could be used in the construction of Lyapunov functional. It
is common that less conservative results could be obtained,
when more information about time delay is used. Moreover,
in order to further reduce the conservatism, some improved
techniques referred to as slack variable method and Jensen
inequality approach may be applied here too. However,
because of the so many terms coming from a complex
Lyapunov functional in addition to exploiting improved
techniques, the detailed steps should be revisited carefully. In
other words, they cannot be applied directly or easily to study
the proposed problems. For example, when a more complex
Lyapunov functional and improved techniques are applied,
more terms and variables will be introduced, which will
make the obtained results have large computation complexity.
Moreover, some additional problems will emerge. How to
get the LMI conditions is one of them. In a word, all the
factors will make the problems very complicated, which will
be considered in our future work.

Theorem 7. Given a scalar 𝛼 ∈ [0, 1], there exists a saturation
controller (9) such that the resulting system is finite-time stable
with respect to Γ𝑖, if, for given positive scalars 𝜇𝑖 ∈ [1,∞), 𝜖𝑖 ∈(0, 1), and 𝜖𝑑𝑖 ∈ (0, 1), there exist𝑋𝑖 > 0,𝑄 > 0, 𝛾𝑖 > 0, 𝛿1 > 0,𝛿2 > 0, ]2 > 0, 𝐾𝑖 and 𝐾𝑑𝑖 satisfying conditions (17) and

[[[[[[[[[[[[[[[

−𝜇𝑖𝑋𝑖 0 Ψ𝑖1 Ψ𝑖2 Ψ𝑖3 0 𝑋𝑖∗ −2𝑋𝑖 + 𝑄 Ψ𝑖4 Ψ𝑖5 0 Ψ𝑖6 0∗ ∗ −𝑋 0 0 0 0∗ ∗ ∗ −𝑋 0 0 0∗ ∗ ∗ ∗ −𝛾𝑖𝐼 0 0∗ ∗ ∗ ∗ ∗ −𝛾𝑖𝐼 0∗ ∗ ∗ ∗ ∗ ∗ −𝑄

]]]]]]]]]]]]]]]

< 0, (35)

[−𝛾𝑖𝐼 Φ∗ −𝑋] ≤ 0, (36)

𝛿1𝐼 − 2𝑅−1/2𝑖 + 𝑋𝑖 < 0, (37)

[−𝛿2𝐼 𝑅−1/2𝑖∗ −𝑋𝑖 ] < 0, (38)

[−]2𝐼 𝑅−1/2𝑖∗ −𝑄 ] < 0, (39)

where
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Ψ𝑖1 = [√2𝜋𝑖1𝑋𝑖𝐴𝑇𝑖 + 𝛼√2𝜋𝑖1𝑌𝑇𝑖 𝐵𝑇𝑖 ⋅ ⋅ ⋅ √2𝜋𝑖𝑁𝑋𝑖𝐴𝑇𝑖 + 𝛼√2𝜋𝑖𝑁𝑌𝑇𝑖 𝐵𝑇𝑖 ] ,Ψ𝑖4 = [√2𝜋𝑖1𝑋𝑖𝐴𝑇𝑑𝑖 + (1 − 𝛼)√2𝜋𝑖1𝑌𝑇𝑑𝑖𝐵𝑇𝑖 ⋅ ⋅ ⋅ √2𝜋𝑖𝑁𝑋𝑖𝐴𝑇𝑑𝑖 + (1 − 𝛼)√2𝜋𝑖𝑁𝑌𝑇𝑑𝑖𝐵𝑇𝑖 ] ,
Ψ𝑖2 = [√(2𝛼 − 2𝛼2) 𝜋𝑖1𝑌𝑇𝑖 𝐵𝑇𝑖 ⋅ ⋅ ⋅ √(2𝛼 − 2𝛼2) 𝜋𝑖𝑁𝑌𝑇𝑖 𝐵𝑇𝑖 ] ,
Ψ𝑖5 = [−√(2𝛼 − 2𝛼2) 𝜋𝑖1𝑌𝑇𝑑𝑖𝐵𝑇𝑖 ⋅ ⋅ ⋅ −√(2𝛼 − 2𝛼2) 𝜋𝑖𝑁𝑌𝑇𝑑𝑖𝐵𝑇𝑖 ] ,
Ψ𝑖3 = √(6𝛼 − 4𝛼2) 𝜖𝑖𝑌𝑇𝑖 ,
Ψ𝑖6 = √(2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝑌𝑇𝑑𝑖,
Φ = [√𝜋𝑖1 𝛾𝑖𝐵𝑇𝑖 ⋅ ⋅ ⋅ √𝜋𝑖𝑁 𝛾𝑖𝐵𝑇𝑖 ] ,𝑋 = diag {𝑋1, . . . , 𝑋𝑁} .

(40)

Then, the gains of saturation controller (9) are computed by

𝐾𝑖 = 𝑌𝑖𝑋−1𝑖 ,𝐾𝑑𝑖 = 𝑌𝑑𝑖𝑋−1𝑖 . (41)

Proof. From condition (26), it is known that

Δ𝑉 (𝑘) ≤ 𝜉𝑇 (𝑘)([𝑄 − 𝜇𝑖𝑃𝑖 00 −𝑄]
+ √2[[

𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]𝑃𝑖√2[[
𝐴𝑇𝑖𝐴𝑇𝑑𝑖]]
𝑇

+ √2𝛼 (1 − 𝛼) [ 𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]𝑃𝑖√2𝛼 (1 − 𝛼) [
𝐾𝑇𝑖 𝐵𝑇𝑖−𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ]

𝑇

+ [[
(6𝛼 − 4𝛼2) 𝜖𝑖𝛾𝑖𝐾𝑇𝑖 𝐾𝑖 00 (2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝛾𝑖𝐾𝑇𝑑𝑖𝐾𝑑𝑖]])

⋅ 𝜉 (𝑘) + (𝜇𝑖 − 1) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡) .

(42)

By the Schur complement lemma, it is obtained that

[[[[[[[[[[[[[

Ψ𝑖1 0 Ψ𝑖2 Ψ𝑖3 Ψ𝑖4 0∗ −𝑄 Ψ𝑖5 Ψ𝑖6 0 Ψ𝑖7∗ ∗ −𝑋 0 0 0∗ ∗ ∗ −𝑋 0 0∗ ∗ ∗ ∗ −𝛾𝑖𝐼 0∗ ∗ ∗ ∗ ∗ −𝛾𝑖𝐼

]]]]]]]]]]]]]
< 0, (43)

whereΨ𝑖1 = 𝑄 − 𝜇𝑖𝑋−1𝑖 ,𝑋𝑖 = 𝑃−1𝑖 ,Ψ𝑖2 = [√2𝜋𝑖1 𝐴𝑇𝑖 ⋅ ⋅ ⋅ √2𝜋𝑖𝑁𝐴𝑇𝑖 ] ,Ψ𝑖5 = [√2𝜋𝑖1 𝐴𝑇𝑑𝑖 ⋅ ⋅ ⋅ √2𝜋𝑖𝑁𝐴𝑇𝑑𝑖] ,
Ψ𝑖3 = [√(2𝛼 − 2𝛼2) 𝜋𝑖1𝐾𝑇𝑖 𝐵𝑇𝑖 ⋅ ⋅ ⋅ √(2𝛼 − 2𝛼2) 𝜋𝑖𝑁𝐾𝑇𝑖 𝐵𝑇𝑖 ] ,
Ψ𝑖6
= [−√(2𝛼 − 2𝛼2) 𝜋𝑖1𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ⋅ ⋅ ⋅ −√(2𝛼 − 2𝛼2) 𝜋𝑖𝑁𝐾𝑇𝑑𝑖𝐵𝑇𝑖 ] ,
Ψ𝑖4 = √(6𝛼 − 4𝛼2) 𝜖𝑖𝐾𝑇𝑖 ,
Ψ𝑖7 = √(2𝛼 − 4𝛼2 + 2) 𝜖𝑑𝑖𝐾𝑇𝑑𝑖,
𝛾𝑖 = 𝛾−1𝑖 .

(44)

By pre- and postmultiplying its both sides with diag {𝑋𝑖, 𝑋𝑖, 𝐼,𝐼, 𝐼, 𝐼} and its transpose and taking into account (41), one gets
[[[[[[[[[[[[

Ω𝑖1 0 Ψ𝑖1 Ψ𝑖2 Ψ𝑖3 0∗ Ω𝑖2 Ψ𝑖4 Ψ𝑖5 0 Ψ𝑖6∗ ∗ −𝑋 0 0 0∗ ∗ ∗ −𝑋 0 0∗ ∗ ∗ ∗ −𝛾𝑖𝐼 0∗ ∗ ∗ ∗ ∗ −𝛾𝑖𝐼

]]]]]]]]]]]]
< 0, (45)

where Ω𝑖1 = 𝑋𝑖𝑄𝑋𝑖 − 𝜇𝑖𝑋𝑖,Ω𝑖2 = −𝑋𝑖𝑄𝑋𝑖. (46)

As forΩ𝑖2, it is obvious thatΩ𝑖2 < 0 can be guaranteed by−2𝑋𝑖 + 𝑄 < 0, (47)
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where 𝑄 = 𝑄−1. By applying the Schur complement lemma
again and considering condition (47), it is concluded that
condition (35) implies (45). As for condition (24), it is
equivalent to

−𝛾𝑖𝐼 + 𝛾2𝑖 𝐵𝑇𝑖 𝑁∑
𝑗=1

𝜋𝑖𝑗𝑃𝑗𝐵𝑖 ≤ 0, (48)

which is equal to (36). As for condition (15), it is equivalent
to

𝛿1𝐼 − 𝑅−1/2𝑖 𝑃𝑖𝑅−1/2𝑖 < 0,
−𝛿2𝐼 + 𝑅−1/2𝑖 𝑃𝑖𝑅−1/2𝑖 < 0, (49)

which could be implied by (37) and (38), respectively. Sim-
ilarly, it is known that (16) will be guaranteed by (39). This
completes the proof.

Remark 8. Because of probability 𝛼 included obviously, it
is said that it is important to the analysis and synthesis of
systems with actuator saturation. When 𝛼 = 𝑎, saturated
controller (9) will be simplified to one in [44]. On the
contrary, one will get a saturated controller only related to
delay state. Based on these explanations, it is said that our
results can be viewed as extension results on the saturation
stabilization problem from deterministic systems without
time delay to stochastic delay systems. However, it is seen
that such a probability should be given exactly. It will
be impossible or will be of high cost in some practical
applications. Instead, we only have its estimation. In this case,
there will be an uncertainty between the real and estimated
values. As we know, such an uncertainty will degrade the
system performance and even lead to system instability.Thus,
it is necessary and meaningful to consider this general case.
Because of the obtained results with LMI forms here, it is
concluded that they could be extended to the above general
case, where some existingmethods such as [5, 10] will be used
to deal with this uncertainty.

Remark 9. It is worth mentioning that the inequality in
Lemma 3 plays an essential role in dealing with the satu-
rated terms introduced by the new partially delay-dependent
controller. By investigating such an inequality, it is actually
a nonlinear function satisfying a global Lipschitz condition.
Recently, some new LMI-based sufficient conditions were
proposed in [45, 46], which were obtained by applying LMI
method and homeomorphism theory simultaneously. More-
over, it has been proved in these references that the extended
global Lipschitz condition on the activation functions is less
conservative than the traditionally global Lipschitz condi-
tions. By considering themethods proposed in this paper and
such two references together, some new LMI conditions may
be proposed, which will have less conservatism. However,
how to obtain the LMI conditions ultimately should be
considered carefully. Many steps should be revisited, where
some new problems may be encountered. All the related
problems will be considered in our future work.

4. Numerical Examples

In this section, a numerical example is used to show the
applicability and superiority of the proposed methods.

Example 1. Consider a discrete-time delayed Markovian
jump systemof form (1) having twomodes, whose parameters
are described as follows:

Mode 1:

𝐴1 = [−0.6 0.30.2 0.1] ,
𝐴𝑑1 = [0.2 00.1 0.1] ,
𝐵1 = [−10.5] ,

(50)

Mode 2:

𝐴2 = [0.2 0.40.1 −0.3] ,
𝐴𝑑2 = [0.2 −0.10.3 −0.1] ,
𝐵2 = [0.21 ] ,

(51)

where matrices 𝑅1 > 0 and 𝑅2 > 0 are given to be

𝑅1 = [1 00 1] ,
𝑅2 = [1 00 1] .

(52)

The transition rate matrix is given by

Π = [0.8 0.20.3 0.7] . (53)

Without loss of generality, letting 𝑇 = 2, 𝑐1 = 1, 𝑐2 = 8, 𝑑 = 3,𝐷 = 4, 𝜇1 = 1.3, 𝜇2 = 1.2, 𝜖1 = 0.4, 𝜖2 = 0.5, 𝜖𝑑1 = 0.3,
and 𝜖𝑑2 = 0.4, by Theorem 7, we have the gains of saturated
controller (9) with 𝛼 = 0.6 computed as

𝐾1 = [−0.0298 0.0146] ,𝐾𝑑1 = [0.0214 −0.0013] ,𝐾2 = [−0.0230 −0.0026] ,𝐾𝑑2 = [−0.0135 0.0031] .
(54)

Under the initial condition 𝑥0 = [0.2 −0.2], after applying
the above saturated controller, one has the simulation of
the resulting closed-loop system given in Figure 1, where
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Figure 1: The simulation of the resulting closed-loop system.
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Figure 2: The curve of E{𝑥𝑇(𝑘)𝑥(𝑘)}.
the smaller figure is the simulation of stochastic variable𝛼(𝑘) with 𝛼 = 0.6. Moreover, the curve of E{𝑥𝑇(𝑘)𝑥(𝑘)} is
simulated in Figure 2. Based on these simulations, it is said
that the designed saturated controller with form (9) could
make the resulting system stochastic finite-time stable with
respect to Γ𝑖 = (𝑐1, 𝑐2, 𝐷, 𝑅𝑖), which also demonstrates the
utility of the proposed methods.

In order to further demonstrate the efficiency of the
proposed methods and the correlation among such given
parameters, without loss of generality, the above matrix 𝐴1
is replaced by

𝐴1 = [−0.3 + 𝛿 0.30.2 0.1] , (55)

Table 1: The allowable minimum 𝛼 for different pair (𝜇1, 𝜇2).𝜇2 = 1.0 𝜇2 = 1.1 𝜇2 = 1.2 𝜇2 = 1.28𝜇1 = 1.0 0.84 0.83 0.88 0.98𝜇1 = 1.1 0.71 0.70 0.74 0.81𝜇1 = 1.2 0.60 0.60 0.60 0.67𝜇1 = 1.28 0.55 0.54 0.54 0.55
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Figure 3: The simulation of correlation between pair (𝜇1, 𝜇2) and𝛼min.

where 𝛿 is a scalar, and the other matrices are invari-
ant. Firstly, we demonstrate the correlation between mode-
dependent parameter 𝜇𝑖 and expectation 𝛼. Without loss of
generality, by letting 𝛿 = −0.359 and from Theorem 7,
one gets the allowable minimum 𝛼 such that the resulting
system could be stochastic finite-time stable by the saturated
controller (9) under different mode-dependent pair (𝜇1, 𝜇2),
given in Table 1. By denoting the allowable minimum 𝛼
as 𝛼min and based on Table 1, we have the simulation of
correlation between pair (𝜇1, 𝜇2) and 𝛼min given in Figure 3.
In order to further demonstrate the correlation between pair
(𝜇1, 𝜇2) and 𝛼, the allowable maximum of 𝜇2 along with𝜇1 under different given 𝛼 is given in Table 2, where “—
” denotes the notion that there is no solution to 𝜇2. Then,
the corresponding simulation is presented in Figure 4. As
for this case, it is concluded that larger probability 𝛼 will
lead to less conservative results. This means that, for a given𝜇1 ≥ 1, the range of the allowable maximum of 𝜇2 with larger𝛼 will be larger. Moreover, it is found that the difference of
such an allowable range along with 𝜇1 will be smaller even
when 𝛼 has different values.This phenomenon could be used
to design a better saturated controller (9). Based on these
simulations, it is found that mode-dependent parameters are
important in system synthesis, which could make the results
less conservative in terms of smaller 𝛼min.

Secondly, we illustrate the effect of expectation 𝛼 on
finite-time stabilization by a partially delay-dependent con-
troller with saturation (3). Under the selected parameters
same as the above ones, the allowable maximum and min-
imum of 𝛿 denoted as 𝛿max and 𝛿min, respectively, could be
obtained fromTheorem 7, which are given in Table 3. Based
on this table, we could get the curves of parameters 𝛿max,
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Table 2: The allowable maximum 𝜇2 along with 𝜇1 for different 𝛼.𝛼 = 0.6 𝛼 = 0.7 𝛼 = 0.8 𝛼 = 0.9 𝛼 = 1𝜇1 = 1.00 — — — 1.22 1.29𝜇1 = 1.03 — — 1.13 1.27 1.30𝜇1 = 1.06 — — 1.21 1.29 1.30𝜇1 = 1.10 — 1.15 1.29 1.30 1.30𝜇1 = 1.15 — 1.24 1.30 1.30 1.30𝜇1 = 1.20 1.20 1.30 1.29 1.30 1.30𝜇1 = 1.28 1.30 1.30 1.29 1.30 1.30
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Figure 4: The curves of 𝜇2 along with 𝜇1 under different 𝛼.
Table 3: The allowable maximum and minimum 𝛿 for different 𝛼.𝛼 0 0.3 0.5 0.8 1𝛿max 0.779 0.769 0.758 0.768 0.798𝛿min −0.245 −0.298 −0.350 −0.470 −0.565
𝛿min, and 𝛿ran ≜ 𝛿max − 𝛿min along with 𝛼 simulated in
Figure 5. From this simulation, it is seen that probability𝛼 has
a positive effect on this case in terms of 𝛿ran having a larger
value.

Now, we consider the effects of parameters 𝜖𝑖 and 𝜖𝑑𝑖
on 𝛿ran. First of all, the value of 𝛿ran along with different
pair (𝜖1, 𝜖2) is studied. Based on Theorem 7 where the other
parameters are invariant, 𝛿ran under different pair (𝜖1, 𝜖2)
could be got, listed in Table 4. Then, the correlation between
pair (𝜖1, 𝜖2) and 𝛿ran is simulated in Figure 6. Similarly, the
corresponding results and simulations about pair (𝜖𝑑1, 𝜖𝑑2)
and 𝛿ran are presented in Table 5 and Figure 7. Based on these
simulations, it is said that different values of such parameters
have different effects and couldmake the results have different
conservatism in terms of𝛿ran being larger or not. For this case,
it is seen that smaller values of (𝜖1, 𝜖2) and (𝜖𝑑1, 𝜖𝑑2) will lead
to less conservative results in terms of larger 𝛿ran.
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Figure 5: The curves of 𝛿max, 𝛿min, and 𝛿ran along with 𝛼.
Table 4: The allowable range 𝛿ran for different pair (𝜖1, 𝜖2).𝜖2 = 0.1 𝜖2 = 0.4 𝜖2 = 0.6 𝜖2 = 0.9𝜖1 = 0.1 1.2300 1.2300 1.2300 1.3050𝜖1 = 0.4 1.1410 1.1410 1.1410 1.1410𝜖1 = 0.6 1.0900 1.0890 1.0890 1.0890𝜖1 = 0.9 1.0430 1.0430 1.0430 1.0430

Table 5: The allowable range 𝛿ran for different pair (𝜖𝑑1, 𝜖𝑑2).𝜖𝑑2 = 0.1 𝜖𝑑2 = 0.4 𝜖𝑑2 = 0.6 𝜖𝑑2 = 0.9𝜖𝑑1 = 0.1 1.1750 1.1700 1.1740 1.1650𝜖𝑑1 = 0.4 1.1300 1.1290 1.1290 1.1280𝜖𝑑1 = 0.6 1.1110 1.1110 1.1110 1.1110𝜖𝑑1 = 0.9 1.0880 1.0880 1.0880 1.0870

Finally, in order to further demonstrate the utility and
superiority of the proposed partially delayed saturated con-
troller (9), some additional comparisons will be done. Based
on the above results, it is seen that larger 𝛼 could lead to
less conservative results. In other words, time delay 𝑑 in
controller (9) has a negative effect. In this sense, it is said that
the traditionally saturated controller without delay designed
for delay systems such as [35, 43] will be better in terms of
less conservatism. However, it is assumed that system state𝑥(𝑘) of such controllers should be available online. It will be
impossible or will be of high cost to satisfy this assumption.
On the contrary, saturated controller (9) proposedhere can be
realized without this assumption. In this sense, it is said that
the establishedmethod has a larger application scope. On the
other hand, it should be pointed out that for a delay system
it is not a deterministic conclusion that a saturated controller
without delay is better than one with delay. Without loss of
generality, when matrix 𝐴2 is selected to be

𝐴2 = [0.2 0.4620.1 −0.3 ] (56)



10 Discrete Dynamics in Nature and Society

0

1

0

1
1

1.05

1.15

1.25

1.35
1.5

1.4

1.3

1.2

1.1

0.8 0.6 0.4 0.2

0.5
1.1

1.2

1.3

1.4

𝛿
ra

n

𝜖 1
𝜖2
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Figure 7: The simulation of correlation between pair (𝜖𝑑1, 𝜖𝑑2) and𝛿ran.
and the other parameters with 𝛿 = 0 are invariant, by
Theorem 7, it is concluded that there is a solution to partially
delayed saturated controller (9) only if 𝛼 ∈ [0, 0.364]. For this
case, it is seen that larger 𝛼 will lead to more conservative
results in terms of no solvable solution. Particularly, when𝛼 = 1, partially delayed saturated controller (9) will be
reduced to be a traditionally saturated controller which could
be computed by [44] and is more conservative. However,
from this example with different 𝐴2, it is said that time
delay will have a positive effect, which will result in less
conservative results. All the comparisons directly show the
necessity and superiority of the proposed partially delayed
saturated controller.

5. Conclusion

In this paper, we have studied the finite-time stabilization
problem of discrete-time delayed Markovian jump systems,
where the desired saturated controller is partially delay-
dependent. Firstly, a finite-time stability condition is pre-
sented by exploiting a mode-dependent parameter approach.
Then, sufficient existence conditions for the partially delay-
dependent saturated controller are presented with LMIs,

which could be solved easily and directly. The correlations
between time delay and mode-dependent parameters are
considered in detail. Finally, a numerical example is used to
demonstrate the effectiveness and advantages of the proposed
methods.
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