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We propose an iterative learning control algorithm (ILC) that is developed using a variable forgetting factor to control a mobile
robot. The proposed algorithm can be categorized as an open-closed-loop iterative learning control, which produces control
instructions by using both previous and current data. However, introducing a variable forgetting factor can weaken the former
control output and its variance in the control law while strengthening the robustness of the iterative learning control. If it is applied
to the mobile robot, this will reduce position errors in robot trajectory tracking control effectively. In this work, we show that the
proposed algorithm guarantees tracking error bound convergence to a small neighborhood of the origin under the condition of
state disturbances, output measurement noises, and fluctuation of system dynamics. By using simulation, we demonstrate that the
controller is effective in realizing the prefect tracking.

1. Introduction

Mobile robots are increasingly present in the industrial [1–3]
and service robotics [4–6], particularly when motion control
is becoming a hot topic in the robot field. Mobile robot
depends on several controlled variables. As to the system
itself, there are various complicated factors in the control
process. So some good methods should be adopted in order
to obtain a good effect. So far, there are many researches on
the mobile robot tracking control strategy [7–9].

The nonlinear system has adopted ILC algorithm to con-
trol object [10–12], especially in the robotics control area [13,
14]. For dealing with control problem, mobile robot satisfac-
torily fulfills all kinds of repeatable tasks by ILC. ILC is a strict
mathematics branch in the field of robotic control, which is
suitable for solving nonlinear strong coupling and difficult
modeling high-precision path tracking control problem. ILC
does not rely on the accurate mathematical model of con-
trolled object; its controller form is more simple and requires
less prior knowledge.Therefore, trajectory tracking control of
a mobile robot is a typical representative of the ILC applica-
tion. Oriolo et al. [15] present an iterative learning controller
that applies to mobile robots. Ostafew et al. [16] put forward
a mobile robot controller that combines new ILC algorithms

to reduce path-tracking errors over repeated traverses along
a reference path by the experimental results in the extreme
complex environmentswithoutGPS. Furgale andBarfoot [17]
apply an ILC scheme on the mobile robot to achieve path fol-
lowing and automatic steering control in an urban area. The
experimental results show that it can perform path tracking
by itself. Han and Lee [18] propose an open-closed PD-type
ILC algorithm to control an omnidirectional mobile robot;
the proposed algorithm decreases position errors and tracks
the desired path under different complex terrains effectively.

Several examples of wheeled transportation robot are
given to illuminate the practical relevance of an iterative
learning control approach for mobile robots. However, when
the system experiences output measurement noises and
state disturbances, the control methods often achieve poor
effect in the practical applications. So we propose an open-
closed-loop iterative learning control algorithmwith variable
forgetting factor in this paper. The novel ILC algorithm
using the open-closed iterative learning control technique
and variable forgetting factor; this algorithm is similar to
Daoying and Youxian [19] but is successfully developed for
mobile robot’s nonlinear control system. The open-closed-
loop ILC algorithm is made up of two controllers: one that
uses information from the previous iteration and one that
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uses information from the current iteration. In fact, previous
and current available information is taken full use of, which
makes all the control signals favorable to track the desired
trajectory. Meanwhile, introducing variable forgetting factor,
this method can filter the signal towards the direction of
iteration, which can weaken the convergent influence of the
system caused by state disturbances and outputmeasurement
noises. The combination will be shown to be capable of
achieving high performance trajectory tracking in the simu-
lation results, while maintaining good disturbance rejection.

The remaining parts of this paper are organized as follows.
The problem is described in Section 2. The controller design
and convergence analysis are given in Section 3. Simulation
results are presented in detail in Section 4. The conclusion is
drawn in Section 5.

2. Problem Description

2.1. DynamicModels of aMobile Robot. A typical example of a
mobile robot is shown in Figure 1. The posture of the mobile
robot can be described by three parameters (𝑥, 𝑦, 𝜃) where𝑥 and 𝑦 are position variables and 𝜃 is a heading direction
angle. It is assumed that the driving wheels of the mobile
robot purely roll and do not slip. The equation is defined by

𝑥̇ sin 𝜃 − 𝑦̇ cos 𝜃 = 0, (1)

where (𝑥, 𝑦) denotes the position of the center of mass. 𝜃
is the angle between 𝑋-axis and 𝑋1-axis with a positive
anticlockwise direction. By this formula, the kinematics of the
robot can be modeled by the following differential equations:

𝑥̇ = ]1 cos 𝜃,
𝑦̇ = ]1 sin 𝜃,
𝜃̇ = 𝜔,

(2)

where ]1 is the forward velocity while𝜔 is the angular velocity
of the robot. System (1) can be written in matrix as follows:

𝑞̇ = 𝑆 (𝑞) ] (𝑡) , (3)

where ](𝑡) = []1 𝜔]𝑇 and 𝑆(𝑞) is expressed as

𝑆 (𝑞) = [[
[

cos 𝜃 0
sin 𝜃 0
0 1

]]
]

(4)

with 𝑞 = (𝑥, 𝑦, 𝜃)𝑇.
2.2. Abstract Mathematical Description of the Mobile Robot
System. To facilitate the proving, abstract mathematical
description of the mobile robot system is represented as
nonlinear system. Now we consider the nonlinear systems
with state disturbances and output measurement noises for
mobile robot

𝑥̇𝑘 (𝑡) = 𝑓 (𝑥𝑘 (𝑡) , 𝑢𝑘 (𝑡) , 𝑡) + 𝛽𝑘 (𝑡) ,
𝑦𝑘 (𝑡) = 𝑔 (𝑥𝑘 (𝑡) , 𝑡) + 𝐷 (𝑡) 𝑢𝑘 (𝑡) + 𝛾𝑘 (𝑡) , (5)
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Figure 1: Configuration of mobile robot.

where 𝑘 and 𝑡 ∈ [0, 𝑇] are the iteration index and time,
respectively. 𝑥𝑘(𝑡), 𝑢𝑘(𝑡), 𝑦𝑘(𝑡), 𝛽𝑘(𝑡), and 𝛾𝑘(𝑡) are the states,
inputs, outputs, state disturbances, and output measurement
noises at the 𝑘th iteration. 𝑓(⋅), 𝑔(⋅), and 𝐷(⋅) are nonlinear
functions.

Assumption 1. Functions 𝑓 and 𝑔 are uniformly globally
Lipschitz with respect to 𝑥 and 𝑢 on a compact set:

󵄩󵄩󵄩󵄩𝑓 (𝑥1, 𝑢1, 𝑡) − 𝑓 (𝑥2, 𝑢2, 𝑡)󵄩󵄩󵄩󵄩
≤ 𝑐𝑓 (󵄩󵄩󵄩󵄩𝑥1 − 𝑥2󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑢1 − 𝑢2󵄩󵄩󵄩󵄩) ,󵄩󵄩󵄩󵄩𝑔 (𝑥1, 𝑡) − 𝑔 (𝑥2, 𝑡)󵄩󵄩󵄩󵄩 ≤ 𝑐𝑔 (󵄩󵄩󵄩󵄩𝑥1 − 𝑥2󵄩󵄩󵄩󵄩) ,

(6)

where 𝑐𝑓 and 𝑐𝑔 are the Lipschitz constants.
Assumption 2. Initial error of the system at the 𝑘th trial
satisfying this criterion

󵄩󵄩󵄩󵄩𝑥𝑘+1 (0) − 𝑥𝑘 (0)󵄩󵄩󵄩󵄩 ≤ 𝑏𝑥0 , 𝑏𝑥0 > 0, ∀𝑘. (7)

Bound Assumptions. The desired input, the system distur-
bance, and the measurement noise are bounded, such that,
for all 𝑘,

max
0≤𝑡≤𝑇

‖𝐷 (𝑡)‖ ≤ 𝑐𝑑,
max
0≤𝑡≤𝑇

󵄩󵄩󵄩󵄩𝑢𝑑 (𝑡)󵄩󵄩󵄩󵄩 ≤ 𝑏𝑢𝑑 ,
max
1≤𝑘≤∞

max
0≤𝑡≤𝑇

󵄩󵄩󵄩󵄩𝛽𝑘 (𝑡)󵄩󵄩󵄩󵄩 ≤ 𝑏𝛽,
max
1≤𝑘≤∞

max
0≤𝑡≤𝑇

󵄩󵄩󵄩󵄩𝛾𝑘 (𝑡)󵄩󵄩󵄩󵄩 ≤ 𝑏𝛾,

(8)

where 𝑐𝑑, 𝑏𝑢𝑑 , 𝑏𝛽, and 𝑏𝛾 are the positive constants.
3. Controller Design and Convergence Analysis

To make further improvement on the tracking precision of
system, we will find an ideal input by the method of iterative
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learning. And it can make the output of system close to the
desired trajectory as far as possible.

In the work, the forgetting factor 𝑎 is introduced to the
designed controller. The factor 𝑎 is used to make a tradeoff
between perfect learning and robustness, which can increase
the robustness of ILC against uncertainty, state disturbances,
and output measurement noises and fluctuation of system
dynamics.

Now we propose an open-closed-loop iterative learning
control with variable forgetting factor as

𝑢𝑘+1 (𝑡) = 𝑎𝑢0 (𝑡) + (1 − 𝑎) 𝑢𝑘 (𝑡) + 𝐿1 (𝑡) 𝑒𝑘 (𝑡)
+ 𝐿2 (𝑡) 𝑒𝑘+1 (𝑡) , (9)

where 𝑘 indicates the iteration number, 𝑒𝑘 = 𝑦𝑑 − 𝑦𝑘 are the
output tracking errors, and 𝐿1(𝑡) and 𝐿2(𝑡) are the learning
gain matrices that satisfy 𝐿1(𝑡) ≤ 𝑐𝐿1 , 𝐿2(𝑡) ≤ 𝑐𝐿2 . 𝑎 is
variable forgetting factor, and𝑢0(𝑡) is the initial value of input.

The tracking ability of the system is stronger for smaller
values of the forgetting factor 𝑎, and vice versa. We generally
use the fixed forgetting factor, but 𝑎 cannot vary with the
change of the system features. Therefore, variable forgetting
factor 𝑎 is introduced in this paper, which can vary automat-
ically according to changing system’s deviation:

𝑎 = (1 − 𝛽) 50𝐿,
𝐿 = −max [𝑟𝑒2𝑘 (𝑡)] ,

(10)

where 𝑟 is sensitive to gain; 𝑟 is used for controlling the rate in
which 𝛽 approaches 1. If 𝑟 is small, 𝐿 becomes large, and the
convergence speed is reduced. If 𝑟 is large, the system stability
decreases.

Let Δ𝑥𝑘 = 𝑥𝑑 − 𝑥𝑘, 𝑒𝑘 = 𝑦𝑑 − 𝑦𝑘, and Δ𝑢𝑘 = 𝑢𝑑 − 𝑢𝑘.
From (1), we get

󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩𝑥𝑑 − 𝑥𝑘+1󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩∫
𝑡

0
[𝑓 (𝑥𝑑, 𝑢𝑑, 𝑠) − 𝑓 (𝑥𝑘+1, 𝑢𝑘+1, 𝑠) − 𝛽𝑘 (𝑡)] 𝑑𝑠󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩 .

(11)

By the Lipschitz condition, we have

󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩
≤ 𝑐𝑓 ∫𝑡

0
[󵄩󵄩󵄩󵄩𝑥𝑑 (𝑠) − 𝑥𝑘+1 (𝑠)󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩𝑢𝑑 (𝑠) − 𝑢𝑘+1 (𝑠)󵄩󵄩󵄩󵄩] 𝑑𝑠

+ 𝑏𝛽.
(12)

Applying the Bellman-Gronwall theorem to (12) gives

󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩 ≤ 𝑐𝑓 ∫𝑡
0
𝑒𝑐𝑓(𝑡−𝑠) ∫𝑠

0

󵄩󵄩󵄩󵄩𝑢𝑑 (𝜏) − 𝑢𝑘+1 (𝜏)󵄩󵄩󵄩󵄩 𝑑𝜏 𝑑𝑠
+ 𝑏𝛽

= 𝑐𝑓 ∫𝑡
0
𝑒𝑐𝑓(𝑡−𝑠) ∫𝑠

0

󵄩󵄩󵄩󵄩Δ𝑢𝑘+1 (𝜏)󵄩󵄩󵄩󵄩 𝑑𝜏 𝑑𝑠 + 𝑏𝛽.
(13)

Similarly, multiplying both sides of (13) by 𝑒−𝜆𝑡 and taking𝜆-norm yield

󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩𝜆 ≤ (𝑐𝑓 − 1𝜆 𝑒𝑐𝑓𝑇 − 𝑐𝑓𝑒(𝑐𝑓−𝜆)𝑇) 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝑏𝛽. (14)

Let 𝑤 = ((𝑐𝑓 − 1)/𝜆)𝑒𝑐𝑓𝑇 − 𝑐𝑓𝑒(𝑐𝑓−𝜆)𝑇; we have󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩𝜆 ≤ 𝑤 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝑏𝛽. (15)

Inserting Δ𝑢𝑘 = 𝑢𝑑 − 𝑢𝑘 into Δ𝑢𝑘+1 = 𝑢𝑑 − 𝑢𝑘+1 gives
Δ𝑢𝑘+1 = Δ𝑢𝑘 − 𝑢𝑘+1 + 𝑢𝑘. (16)

On the other hand, it follows from (9) that the control
input becomes

Δ𝑢𝑘+1 = Δ𝑢𝑘 − 𝑢𝑘+1 + 𝑢𝑘
= Δ𝑢𝑘 − 𝑎𝑢0 + 𝑎𝑢𝑘 − 𝐿1𝑒𝑘 − 𝐿2𝑒𝑘+1
= Δ𝑢𝑘 − 𝑎𝑢0 + 𝑎 (𝑢𝑑 − Δ𝑢𝑘) − 𝐿1𝑒𝑘 − 𝐿2𝑒𝑘+1
= (𝐼 − 𝑎) Δ𝑢𝑘 − 𝐿1𝑒𝑘 − 𝐿2𝑒𝑘+1 + (𝑎𝑢𝑑 − 𝑎𝑢0) .

(17)

From (5), we have

𝑒𝑘 = 𝑦𝑑 − 𝑦𝑘
= 𝑔 (𝑥𝑑, 𝑡) + 𝐷𝑢𝑑 − 𝑔 (𝑥𝑘, 𝑡) − 𝐷𝑢𝑘 − 𝛾𝑘,

𝑒𝑘+1 = 𝑔 (𝑥𝑑, 𝑡) + 𝐷𝑢𝑑 − 𝑔 (𝑥𝑘+1, 𝑡) − 𝐷𝑢𝑘+1 − 𝛾𝑘+1.
(18)

Substituting (18) into (17) gives

Δ𝑢𝑘+1 = (𝐼 − 𝑎) Δ𝑢𝑘 − 𝐿1𝑒𝑘 − 𝐿2𝑒𝑘+1 + (𝑎𝑢𝑑 − 𝑎𝑢0)
= (𝐼 − 𝑎) Δ𝑢𝑘 − 𝐿1 [𝑔 (𝑥𝑑, 𝑡) + 𝐷𝑢𝑑 − 𝑔 (𝑥𝑘, 𝑡)
− 𝐷𝑢𝑘 − 𝛾𝑘] − 𝐿2 [𝑔 (𝑥𝑑, 𝑡) + 𝐷𝑢𝑑 − 𝑔 (𝑥𝑘+1, 𝑡)
− 𝐷𝑢𝑘+1 − 𝛾𝑘+1] + (𝑎𝑢𝑑 − 𝑎𝑢0) = (𝐼 − 𝑎) Δ𝑢𝑘
− 𝐿1 [𝑔 (𝑥𝑑, 𝑡) − 𝑔 (𝑥𝑘, 𝑡) + 𝐷Δ𝑢𝑘 − 𝛾𝑘]
− 𝐿2 [𝑔 (𝑥𝑑, 𝑡) − 𝑔 (𝑥𝑘+1, 𝑡) + 𝐷Δ𝑢𝑘+1 − 𝛾𝑘+1]
+ (𝑎𝑢𝑑 − 𝑎𝑢0) = (𝐼 − 𝑎 − 𝐿1𝐷)Δ𝑢𝑘 − 𝐿1 [𝑔 (𝑥𝑑, 𝑡)
− 𝑔 (𝑥𝑘, 𝑡)] − 𝐿2 [𝑔 (𝑥𝑑, 𝑡) − 𝑔 (𝑥𝑘+1, 𝑡)]
− 𝐿2𝐷Δ𝑢𝑘+1 + (𝑎𝑢𝑑 − 𝑎𝑢0 + 𝐿1𝛾𝑘 + 𝐿2𝛾𝑘+1) .

(19)

Let us take norm on both sides of (19). Using Lipschitz
condition gives

󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩 + 𝑐𝐿1𝑐𝑔 󵄩󵄩󵄩󵄩𝑥𝑑 − 𝑥𝑘󵄩󵄩󵄩󵄩
+ 𝑐𝐿2𝑐𝑔 󵄩󵄩󵄩󵄩𝑥𝑑 − 𝑥𝑘+1󵄩󵄩󵄩󵄩 + 𝑐𝐿2𝑐𝑑 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩
+ [𝑎𝑏𝑢𝑑 + 𝑎𝑢0 + (𝐿1 + 𝐿2) 𝑏𝛾]

≤ 󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩 + 𝑐𝐿1𝑐𝑔 󵄩󵄩󵄩󵄩Δ𝑥𝑘󵄩󵄩󵄩󵄩
+ 𝑐𝐿2𝑐𝑔 󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩 + 𝑐𝐿2𝑐𝑑 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩 + 𝜉,

(20)

where 𝜉 = 𝑎𝑏𝑢𝑑 − 𝑎𝑢0 + (𝐿1 + 𝐿2)𝑏𝛾.
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Multiplying both sides of (20) by 𝑒−𝜆𝑡 to compute the 𝜆-
norm, we have

󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 ≤ 󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆 + 𝑐𝐿1𝑐𝑔 󵄩󵄩󵄩󵄩Δ𝑥𝑘󵄩󵄩󵄩󵄩𝜆
+ 𝑐𝐿2𝑐𝑔 󵄩󵄩󵄩󵄩Δ𝑥𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝑐𝐿2𝑐𝑑 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝜉.

(21)

Inserting (15) into (21) gives

󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 ≤ 󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆
+ 𝑐𝐿1𝑐𝑔 (𝑤 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆 + 𝑏𝛽)
+ 𝑐𝐿2𝑐𝑔 (𝑤 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝑏𝛽)
+ 𝑐𝐿2𝑐𝑑 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝜉

≤ 󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆 + 𝑐𝐿1𝑐𝑔𝑤󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆
+ 𝑐𝐿2𝑐𝑔𝑤󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝑐𝐿2𝑐𝑑 󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 + 𝜉
+ (𝑐𝐿1𝑐𝑔 + 𝑐𝐿2𝑐𝑔) 𝑏𝛽.

(22)

Then (22) implies

󵄩󵄩󵄩󵄩Δ𝑢𝑘+1󵄩󵄩󵄩󵄩𝜆 ≤ 𝜌 󵄩󵄩󵄩󵄩Δ𝑢𝑘󵄩󵄩󵄩󵄩𝜆 + 𝜀, (23)

where 𝜌 = (‖𝐼 − 𝑎 − 𝐿1𝐷‖ + 𝑐𝐿1𝑐𝑔𝑤)/(1 − 𝑐𝐿2𝑐𝑔𝑤 − 𝑐𝐿2𝑐𝑑) and𝜀 = (𝜉 + (𝑐𝐿1𝑐𝑔 + 𝑐𝐿2𝑐𝑔)𝑏𝛽)/(1 − 𝑐𝐿2𝑐𝑔𝑤 − 𝑐𝐿2𝑐𝑑).
Let us choose suitable parameters𝜆,𝐿1, and𝐿2 so that𝜌 <1. According to limit definition, we can reach the conclusion

lim𝑘→∞‖Δ𝑢𝑘‖𝜆 ≤ 𝜀∗, 𝑢𝑘 → 𝑢𝑑.
Similarly, when 𝑘 → ∞, 𝑥𝑘 → 𝑥𝑑. When 𝑘 → ∞, 𝑦𝑘 →𝑦𝑑.

4. Simulation

To show that the proposed ILC scheme is feasible, we consider
the mobile robot as a simulation. The desired trajectory is
given.

𝑥 (𝑡) = cos 𝑡,
𝑦 (𝑡) = sin 𝑡,
𝜃 (𝑡) = 𝑡 + 𝜋

2 .
(24)

The initial states are 𝑢0(0) = 0 and 𝑞𝑘(0) =(0, 0, 0)𝑇. The interference terms are 𝛽𝑘(𝑡) =
0.01 [sin (40𝜋𝑡) sin (40𝜋𝑡) 0.5 sin (40𝜋𝑡)]𝑇.

We choose an open-closed-loop iterative learning control
algorithm with variable forgetting factor:

𝑢𝑘+1 (𝑡) = 𝑎𝑢0 (𝑡) + (1 − 𝑎) 𝑢𝑘 (𝑡) + 𝐿1 (𝑡) 𝑒𝑘 (𝑡)
+ 𝐿2 (𝑡) 𝑒𝑘+1 (𝑡) . (25)

The data used in the simulation is chosen as

𝛽 = 0.9,
𝑟 = 5,
𝑢0 = [0.10.1] ,

𝐿1 (𝑡) = 𝐿2 (𝑡) = 0.3 [cos 𝑡 sin 𝑡 0
0 0 1] .

(26)

After checking the convergence condition, we can obtain

𝜌
= [󵄩󵄩󵄩󵄩𝐼 − 𝑎 − 𝐿1𝐷󵄩󵄩󵄩󵄩 + 𝑐𝐿1𝑐𝑔 (((𝑐𝑓 − 1) /𝜆) 𝑒𝑐𝑓𝑇 − 𝑐𝑓𝑒(𝑐𝑓−𝜆)𝑇)]1 − 𝑐𝐿2𝑐𝑔 (((𝑐𝑓 − 1) /𝜆) 𝑒𝑐𝑓𝑇 − 𝑐𝑓𝑒(𝑐𝑓−𝜆)𝑇) − 𝑐𝐿2𝑐𝑑
= 0.72 < 1.

(27)

According to limit definition, we can reach the conclusion of
this theorem: lim𝑘→∞‖Δ𝑢𝑘‖𝜆 ≤ 𝜀∗, 𝑢𝑘 → 𝑢𝑑. Similarly, when𝑘 → ∞, 𝑥𝑘 → 𝑥𝑑. When 𝑘 → ∞, 𝑦𝑘 → 𝑦𝑑.

Simulation results are shown in Figures 2, 3, and 4.
To compare the performance of the proposed ILC algo-

rithm with that of conventional ILC algorithm, we carry out
the simulation in the same conditions and parameters. From
Figure 2 we can see that the new ILC algorithm performs
better in tracking performance. Meanwhile, we find that the
proposed ILC algorithm has smaller error after 20 iterations
and faster convergence speed, as shown in Figure 3. But,
for the traditional ILC algorithm without variable forgetting
factor, there are large tracking errors. Figure 4 shows that
the proposed ILC algorithm has smaller tracking errors than
the ILC algorithm without variable forgetting factor in the
last iteration. Large errors are not allowable for engineering
applications.

Therefore, from the simulation results, we can draw a
conclusion that the proposed ILC algorithm has good per-
formance in tracking desired trajectory and the robustness
against output measurement noises and state and external
disturbances, even though there are some small steady-
state errors, which may be neglected in practice. Most of
the achievements are attributed to variable forgetting factor.
Because of the existence of initial error, state disturbances,
and output measurement noises, the tracking error cannot
approach zero. If these disturbances, noises, and initial errors
are not present, then the input, state, and output errors
converge to zero.

5. Conclusions

To a class of nonlinear mobile robot system, a novel ILC
algorithm is proposed. By introduction of variable forgetting
factor, this method weakens the convergent influence of the
system caused by state disturbances and outputmeasurement
noises. The update law exploits both predictive and current
learning terms to enhance stability characteristics and drives
the inputs, states, and outputs to their desired ones within
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bounds. The results of simulation show that the system has
obtained excellent trajectory tracking effect. Our future work
is extending the results to other uncertain dynamics of the
mobile robot.
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