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Inventory level has a significant impact on the goodwill of products to customers, which seldom becomes the focus of previous studies. In this paper, joint dynamic pricing, advertising, and production decision-making problem is investigated, where the demand rate depends on sales price and goodwill. The inventory and backlog as well as advertisement are considered as goodwill-building factors. The optimal dynamic pricing, advertising, and production policies are derived by using Pontryagin’s maximum principle. Numerical examples are provided to demonstrate the obtained results, and sensitivity analysis of main system parameters is carried out to obtain some managerial insights. We find that when the initial goodwill is relatively high, the firm’s profit first decreases and then increases with respect to the impact intensity of inventory on goodwill; otherwise, the firm always benefits from a higher impact intensity of inventory on goodwill. Furthermore, the optimal production and advertising policies are complementary caused by the feature of inventory-dependent goodwill.

1. Introduction

The effect of inventory level on goodwill is extremely common in real situations. For example, in the supermarket, the item with large quantities displayed in the store generates a good impression that customers think the product is salable; on the contrary, the item which is often backlogged causes a terrible impression to customers. Glamorous display in large numbers with the help of modern light and electronic arrangements attracts the people and brings more customers for purchasing the items [1]. Observing/investigating this phenomenon, Levin et al. [2] first reported that there is a functional relationship between demand and stock level in a showroom/shop. The impression always plays an important role in accumulating the product’s goodwill. The situation of inventory-level-dependent goodwill has a significant influence on the decision-making, and ignoring this situation will cause huge economic losses.

Considering that inventory level has a motivating effect on customers, previous researches pay more attention to the situation that inventory level has a direct effect on demand. In some retail contexts, stocking large quantities of inventory not only improve service levels but also stimulate demand. For instance, it is usually observed in the supermarket that display of the consumer goods in large quantities attracts more customers and generates higher demand [3]. This effect can be interpreted by the products that are almost the same but are individually slightly different in detail, thus enhancing inventory level can give the customer a wider selection and add the probability of making a sale. The first attempt to establish model for inventory-dependent demand was made by Gupta and Vrat [4]. We can see Urban [5] for a comprehensive review of the literature. The impact of inventory on demand has attracted many scholars, such as Khanna et al. [6] and Khara et al. [7]. In a dynamic framework, Alfares [8] considered the inventory policy for a product with a stock-level-dependent demand and a storage-time-dependent holding cost. An investigation on the dynamic of a supply chain system under stock-dependent demand was presented by Wei and Wang [9], where a
switched linear model composed of three subsystems was developed considering the feature of piecewise linearity. Lu et al. [10] formulated an inventory model for deteriorating items with limited replenishment capacity to seek the optimal dynamic pricing strategy and replenishment cycle, where the demand rate depends on the sales price and the inventory level displayed in the store. Zhang et al. [11] studied an inventory control and pricing problem for noninstantaneous deteriorating items with inventory-dependent demand.

The definitions of the mechanism of how the inventory affects demand put forward by researches are quite different. For example, Urban [5] discussed two distinct types of inventory control models, the demand rate was a function of the initial inventory level, and the demand rate was dependent on the instantaneous inventory level. However, inventory level as one kind of credible commitment of the firm, just like advertising, affects not only the current demand for the product but also the future demand. This phenomenon is seldom studied in the existing literature. Therefore, we consider the effect of inventory level on firm’s reputation in a dynamic process that a higher inventory level leads to a higher rate of goodwill increase. This setting is significantly and essentially different from previous work. On the other hand, when the inventory is negative, a positive backlog will undoubtedly damage goodwill. This fact is characterized in most of the studies by backlog, where the backlog cost is interpreted as goodwill loss of firm, such as Bhaskaran et al. [12]; Iravani et al. [13]; Chandra et al. [14]; Ramkishore and Amit [15]; and Chandra et al. [16]. However, our paper is the first one to capture the negative impact of backlog on goodwill in a dynamic process; that is, a higher backlog leads to a higher goodwill decrease rate.

Considering the situation of inventory-level-dependent goodwill, firms then take marketing and operation strategies to maximize profit. Pricing, as one of the most important strategies of the modern firms, plays an increasingly important role in sales and marketing. Managers can control prices to influence demand in the short run because of the price-sensitive of customers. The investigation of Marn et al. [17], McKinsey’s study, reported that a 1% improvement in pricing can bring about an 8% improvement in profits for a typical S&P 1500 company. Another fundamental component of the daily operations of firms is advertising. Advertisement has been widely adopted by companies to attract new customers and simulate demand because it signals the existence of the product [18]. Firms would like to increase the advertising expenditure to distribute the advertising messages through various mass media especially electronic media. It is estimated that advertising spending worldwide will surpass 560 billion US dollars in 2019, representing a growth of roughly 4 percent compared with the previous year [19]. Thus price and advertisement are two key marketing tools, and firms are required to make appropriate pricing and advertising decisions simultaneously.

There are a long history and extensive literature on models of combining advertising and pricing since the pioneering work of Dorfman and Steiner [20]. We can see the surveys of Mahajan et al. [21]; Bagwell [22]; Chen and Xie [23]; and Taleizadeh et al. [24] for details and annotated bibliographies. These models typically consider the introduction of new goods, the third-party product, and the market share of a product with the objective of maximizing total profits. Furthermore, Baye and Morgan [25] modeled the environment where e-retailers sell similar products and endogenously engage in both advertising and pricing. When considering potential competitors, SeyedEsfahania et al. [26] coordinated pricing and vertical coop advertising in manufacturer-retailer supply chains using game theory. Yue et al. [27] studied pricing and advertisement decisions in a manufacturer-retailer supply chain when price discounts are offered by both the manufacturer and retailer. Karray and Martin-Herran [28] investigated whether manufacturers can use the timing of their pricing and advertising decisions to benefit from or to deter store brand introductions.

In the aforementioned literature for optimal pricing and advertising policies, the studies have been confined to one-time pricing and static advertising that the demand has a direct relationship with the frequency of advertisement. As the development of technology innovation such as the increased availability of demand data and the ease of changing prices, it is possible to make dynamic pricing. Dynamic pricing refers to the strategy that firms can adjust the sales price flexibly according to the demand and supply capacity to maximize the profit. Meanwhile, considering the long-time effects of advertising on reputation, firms can contribute to the accumulation of reputation by advertising and achieve its market share and profitability target in the long run. Using the dynamic control strategies, dynamic pricing and dynamic advertising, is particularly helpful to regulate the sales problem, which is widely studied. Particularly, under the case of isoelastic demand, the impact of discounting and specific adoption effects has been studied intensively in an infinite horizon framework, for example, Sethi et al. [29] and Helmes et al. [30]. For the extension of competition between supply chain members, He et al. [31] considered a dynamic stochastic supply chain and provided in feedback form the optimal advertising and pricing policies for the manufacturer and the retailer. Chutani and Sethi [32] modeled a dynamic advertising and pricing model by considering the duopoly with two competing retailers. Liu et al. [33] considered a firm composed of an operations department and a marketing department, in which the operations department is responsible for the quality improvement of the product, while the marketing department controls the retail price and advertising effort. Feng et al. [34] proposed a dynamic optimization model to maximize total profit by setting a joint pricing and advertising policy under the constraint of a limited advertising capacity. Wu et al. [35] investigated the pricing and advertising decisions by considering the effect of number of the platform users on demand in the dynamic setting.

In Table 1, a comparative analysis is presented which appropriately positions the work of this paper. To the best of the authors’ knowledge, this may be the first research study that integrates joint pricing, advertising, and production policies problem for the durable product with inventory and backlog.
Focus of the problem studied in our setting is different from the available investigations in the following aspects. Firstly, inventory and backlog are considered as goodwill-building factors like advertisement. Secondly, we consider joint pricing, advertising, and production policies problem for the durable product. Finally, continuous time and dynamic environment are presented in this paper. Taking the aforementioned points into account, we establish a production-inventory model of a monopolistic firm which controls production and sales together and seek the optimal pricing, advertising, and production policies to maximize the total profit under the planning horizon, where the demand rate depends on the sales price and goodwill level. The goodwill level is accumulated by the advertising in the most available literature, while we consider that the inventory and backlog are also goodwill-building factors, which is the focus and contribution of this study from the modeling viewpoint. The questions we are concerned about are as follows: What are the optimal production, pricing, and advertising strategies of the firm when the inventory and backlog affect goodwill? What are the interactions between the strategies? How does the impact intensity of inventory on goodwill affect the firm’s profit? The model proposed is a dynamic optimization problem and can be solved by using Pontryagin’s maximum principle. Numerical examples and sensitivity analysis of main system parameters are provided to demonstrate the obtained results. Several interesting results emerge. It is shown that when the initial goodwill is relatively high, the total profit may decrease firstly and then increase with respect to the impact intensity of inventory on goodwill. When the initial goodwill is relatively low, the firm always benefits from a higher impact intensity of inventory on goodwill. What is more, as the inventory plays a role in promoting goodwill, the optimal production and advertising strategies become strategically complementary.

The paper is organized as follows. In the next section, we formulate the mathematical model of the optimization problem. In Section 3, joint optimal policies are obtained by solving the corresponding problem. Section 4 investigates the model with numerical studies, and Section 5 concludes the paper.

### 2. Model

In this study, we consider a monopolistic firm that produces a kind of durable item and sells it directly to consumers in a finite planning horizon $[0, T]$. We set the terminal instant $T$ fixed, exogenous, and relatively short, which is a common setting in operations management studies [36, 37]. The firm aims to optimize the total profit through marketing and operations tools. Pricing is elementary and an extremely efficient tool used by managers to earn profit, and advertising is also a prevalent marketing tool adopted to improve sales. Additionally, production is a basic operations tool whose function is to minimize the cost under the condition that demand is satisfied.

We consider that the inventory and backlog are goodwill-building factors. Specifically, the positive inventory level has a positive influence on goodwill, where a higher inventory level induces higher goodwill. Conversely, the negative inventory level, that is, backlog, has a negative influence on goodwill, where a higher backlog level decreases goodwill. Both inventory and backlog levels are denoted by $I(t)$ at time $t$, where $I(t) \geq 0$ represents inventory level and $I(t) < 0$ represents a positive backlog level. Introducing this effect of inventory on goodwill, we modify the well-known Nerlove and Arrow model [38] as

$$\dot{G}(t) = a(t) - \delta G(t) + \eta I(t), \quad G(0) = G_0, \quad (1)$$

where $G(t)$ represents the goodwill at time $t$ with the initial value denoted as $G(0) = G_0 > 0$, $a(t)$ denotes the advertising rate at time $t$, $\eta$ measures the marginal effect of inventory on goodwill, and $\delta$ is the decay rate of goodwill due to customers’ forgetting effect.

The goodwill, as we all know, has a close relationship with consumer demand, so the demand rate is supposed to
depend not only on price but also on the stock of goodwill. Denote the price charged by the firm at time \( t \) as \( p(t) \). The demand rate \( D(G(t), p(t)) \) is assumed to increase with the goodwill \( G(t) \) but decrease with the price \( p(t) \) according to the following function:

\[
D(G(t), p(t)) = \alpha - \beta p(t) + \gamma G(t),
\]

where \( \alpha \) is the basic market potential, \( \beta \) reflects the elasticity of the demand with respect to price, and \( \gamma \) is a positive parameter capturing the effect of goodwill on current sales. This linear demand function is commonly applied in the economics literature such as De Giovanni [39]; Erickson [40], and Li et al. [41].

The inventory system for the firm is considered along a horizon \([0, T]\). In order to maximize the profit, the inventory level equals zero at \( T \). The inventory decreases due to demand but can be replenished by the production rate \( u(t) \) which is under direct control of the firm. Based on the above description, inventory level evolves according to the difference between production and demand; that is,

\[
\dot{I}(t) = -D(G(t), p(t)) + u(t), \quad I(0) = I_0, I(T) = 0,
\]

where \( I_0 \) denotes initial inventory level. Inventory level can be negative, which indicates a positive backlog. This is consistent with the study shown by Erickson [42] where backlog is allowed; that is, production and delivery to customer can be delayed at a cost to the firm. The basic economic reason for backlog is that backlogging allows the deferring of production cost. But on the other hand, the more backlog results in the lower goodwill.

The cost of advertising effort, \( C_1(a(t)) \), is described by the following quadratic function:

\[
C_1(a(t)) = \frac{1}{2}k_1a^2(t), \quad (4)
\]

where \( k_1 > 0 \) is a scaling parameter. We can comprehend the convex advertising cost as follows: in order to increase advertising over certain levels, a firm has to resort to additional advertising channels which are less efficient or more expensive. The production cost is also assumed to be quadratic in the production rate; that is,

\[
C_2(u(t)) = \frac{1}{2}k_2u^2(t),
\]

where \( k_2 \) is a positive constant. In this way, the production cost is convex increasing with production rate. Note that this quadratic cost function of advertising and production is a regular assumption in existing literature such as Pekelman [43]; Prasad and Sethi [44]; Zaccour [45]; and Wang and Sun [46]. Finally, the cost of the current inventory/backlog is expressed as

\[
C_3(I(t)) = hI^2(t),
\]

where \( h \) is the positive holding cost or backlog cost coefficient. This is consistent with the general relationship suggested in Feichtinger and Hartl [47] that both the values of cost function and the first derivative of the cost function should be zero at an inventory/backlog level of zero, and the second derivative of the cost function should be positive.

The firm’s objective is to maximize the sum of cash flow along the planning horizon \([0, T]\), where instantaneous cash flow is sales revenue minus the costs of advertising, production, and inventory/backlog:

\[
J = \int_0^T \left[ p(t)D(G, p) - C_1(a(t)) - C_2(u(t)) - C_3(I(t)) \right] dt.
\]

(7)

So, the firm’s optimization problem can be formulated as

\[
\begin{align*}
\max_{p(\cdot), a(\cdot), u(\cdot)} J = & \int_0^T \left( p(t)\left(\alpha - \beta p(t) + \gamma G(t)\right) - \frac{1}{2}k_1a^2(t) - \frac{1}{2}k_2u^2(t) - hI^2(t)\right) dt \\
\dot{G}(t) = & \ a(t) - \delta G(t) + \eta I(t), G(0) = G_0 \\
\dot{I}(t) = & \ -\alpha + \beta p(t) - \gamma G(t) + u(t), I(0) = I_0, I(T) = 0 \\
p(t) & \geq 0, a(t) \geq 0, u(t) \geq 0.
\end{align*}
\]
The optimization problem (8) is an optimal control problem with two state variables, \( G(t), I(t) \), and three controls, \( p(t), a(t), u(t) \).

### 3. Solution Method

In this section, the optimization problem (8) can be solved by applying Pontryagin’s maximum principle proposed in Sethi and Thompson [48]. Associating adjoint variables \( \lambda_1(t) \) and \( \lambda_2(t) \) with the objective function, the Hamiltonian function can be written as

\[
H(G, I, p, a, u, \lambda_1, \lambda_2, t) = p(t)(\alpha - \beta p(t) + \gamma G(t)) - \frac{k_1}{2}a^2(t) - \frac{k_2}{2}u^2(t) - hI^2(t) \\
+ \lambda_1(t)(a(t) - \delta G(t) + \eta I(t)) + \lambda_2(t)(-\alpha + \beta p(t) - \gamma G(t) + u(t)).
\]

For the adjoint variables \( \lambda_1 \) and \( \lambda_2 \), we obtain the adjoint equations

\[
\begin{align*}
\dot{\lambda}_1(t) &= -\gamma p(t) + \delta \lambda_1(t) + \gamma \lambda_2(t), \\
\dot{\lambda}_2(t) &= 2hI(t) - \eta \lambda_1(t),
\end{align*}
\]

(10)

because the terminal state of goodwill \( G(T) \) is a free-end point, we obtain the transversality condition

\[
\lambda_1(T) = 0.
\]

(11)

The optimal control policies \( (p^*(t), a^*(t), u^*(t)) \) and state trajectories \( (G^*(t), I^*(t)) \) have to maximize the Hamiltonian function at all points; that is,

\[
H(G^*(t), I^*(t), p^*(t), a^*(t), u^*(t), \lambda_1(t), \lambda_2(t), t) \\
\geq H(G(t), I(t), p(t), a(t), u(t), \lambda_1(t), \lambda_2(t), t), \quad \forall t \in [0, T].
\]

(12)

Because \( H \) is a strictly concave function in \( p, a, \) and \( u \), the optimal policy \( (p^*, a^*, u^*) \) has to satisfy the first-order necessary conditions \( \partial H / \partial p = 0 \), \( \partial H / \partial a = 0 \), and \( \partial H / \partial u = 0 \). Thus, we have

\[
p^*(t) = \begin{cases} 
0, & \gamma G(t) + \beta \lambda_2(t) < -\alpha, \\
\frac{\alpha + \gamma G(t) + \beta \lambda_2(t)}{2\beta}, & -\alpha \leq \gamma G(t) + \beta \lambda_2(t) \leq \alpha, \\
\frac{\alpha + \gamma G(t)}{2\beta}, & \gamma G(t) + \beta \lambda_2(t) > \alpha,
\end{cases}
\]

(13)

\[
a^*(t) = \begin{cases} 
0, & \lambda_1(t) < 0, \\
\frac{\lambda_1(t)}{k_1}, & \lambda_1(t) \geq 0,
\end{cases}
\]

(14)

\[
\hat{u}^*(t) = \begin{cases} 
0, & \lambda_2(t) < 0, \\
\frac{\lambda_2(t)}{k_2}, & \lambda_2(t) \geq 0.
\end{cases}
\]

(15)

Note that the boundary solutions yield no profit. Here, we only focus on the interior solutions, \( p^*(t) = (\alpha + \gamma G(t) + \beta \lambda_2(t)) / 2\beta \), \( a^*(t) = \lambda_1(t)/k_1 \), \( u^*(t) = \lambda_1(t)/k_2 \), and ignore the constraints \( p(t) \geq 0, a(t) \geq 0, u(t) \geq 0, D(t) \geq 0 \). What is more, in Section 4, it is verified that the constraints \( p(t) \geq 0, a(t) \geq 0, u(t) \geq 0, D(t) \geq 0 \) are satisfied for all \( t \in [0, T] \).

Substituting the optimal control strategies into the dynamic evolution equations of states and adjoint variables, we can get the following four-equation system:

\[
\begin{align*}
\dot{G}(t) &= -\delta G + \eta I + \frac{1}{k_1} \lambda_1, \\
\dot{I}(t) &= -\frac{\gamma}{2} G + \left(\frac{\beta}{2} + \frac{1}{k_1}\right) \lambda_2 - \frac{\alpha}{2}, \\
\dot{\lambda}_1(t) &= -\frac{\gamma^2}{2\beta} G + \delta \lambda_1 + \frac{\gamma}{2} \lambda_2 - \frac{a\gamma}{2\beta}, \\
\dot{\lambda}_2(t) &= -2hI - \eta \lambda_1.
\end{align*}
\]

(16)

By solving the differential equation (16), the optimal policies and states are presented in the following proposition.

**Proposition 1.** The optimal pricing, advertising, and production strategies can be, respectively, given by
\begin{align*}
\rho^*(t) &= \frac{\gamma(\beta \delta \eta \kappa_1 k_2 - \beta \eta \kappa_1 k_2 v_1 + 2\delta \eta \kappa_1 - 2\eta \kappa_1 v_1 - k_2 v_1) + n_1}{2n_1} e^{v_1 t} \\
&\quad - \frac{\gamma(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_1 + 2\delta \eta \kappa_1 + 2\eta \kappa_1 v_1 + k_2 v_1)}{2n_2} e^{-v_1 t} \\
&+ \frac{\gamma(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_2 + 2\delta \eta \kappa_1 - 2\eta \kappa_1 v_2 - k_2 v_2)}{2n_3} e^{v_2 t} \\
&- \frac{\gamma(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_2 + 2\delta \eta \kappa_1 + 2\eta \kappa_1 v_2 + k_2 v_2)}{2n_4} e^{-v_2 t} \\
&+ \frac{\alpha(2\beta^2 \delta^2 \eta \delta \kappa_2 k_2 + \eta^2 k_1 v_1 + 2h v_1^2 + w)}{2\beta w}.
\end{align*}

\begin{align*}
a^*(t) &= \frac{k_1 \gamma(-\beta \delta k_2 v_2 - \beta k_2 v_2^2 + \eta \gamma) c_1 e^{v_1 t} + k_1 \gamma(-\beta \delta k_2 v_1 - \beta k_2 v_1^2 - \eta \gamma) c_2 e^{-v_1 t}}{n_1 k_1} \\
&+ \frac{k_1 \gamma(-\beta \delta k_2 v_2 - \beta k_2 v_2^2 + \eta \gamma) c_3 e^{v_2 t} + k_1 \gamma(-\beta \delta k_2 v_1 - \beta k_2 v_1^2 - \eta \gamma) c_4 e^{-v_2 t}}{n_3 k_1} \\
&+ \left(\frac{\beta k_2 + 2}{2}\right) \eta \gamma \alpha y - \alpha \eta \delta \beta \kappa_2 c_2 e^{-v_2 t},
\end{align*}

\begin{align*}
u^*(t) &= \frac{c_1 e^{v_1 t} + c_2 e^{-v_1 t} + c_3 e^{v_2 t} + c_4 e^{-v_2 t}}{2w} \\
&+ \left(\frac{\eta^2 k_1 + 2h}{2}\right) \gamma^3 + \alpha (4\beta^2 \delta^2 k_2 - \eta^2 \gamma^2 k_1 - 2h v_1^2),
\end{align*}

and the optimal state trajectory of goodwill and inventory/backlog, respectively, is

\begin{align*}
G^*(t) &= \frac{\beta(\beta \delta \eta \kappa_1 k_2 - \beta \eta \kappa_1 k_2 v_1 + 2\delta \eta \kappa_1 - 2\eta \kappa_1 v_1 - k_2 v_1)}{n_1} c_1 e^{v_1 t} \\
&\quad - \frac{\beta(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_1 + 2\delta \eta \kappa_1 + 2\eta \kappa_1 v_1 + k_2 v_1)}{n_2} c_2 e^{-v_1 t} \\
&\quad + \frac{\beta(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_2 + 2\delta \eta \kappa_1 - 2\eta \kappa_1 v_2 - k_2 v_2)}{n_3} c_3 e^{v_2 t} \\
&\quad - \frac{\beta(\beta \delta \eta \kappa_1 k_2 + \beta \eta \kappa_1 k_2 v_2 + 2\delta \eta \kappa_1 + 2\eta \kappa_1 v_2 + k_2 v_2)}{n_4} c_4 e^{-v_2 t} \\
&\quad + \left(\frac{\beta k_2 + 2}{2}\right) \eta \gamma \alpha y - \alpha \eta \delta \beta \kappa_2,
\end{align*}

\begin{align*}
l^*(t) &= \frac{\beta^2 \delta^2 k_1 k_2 - \beta^2 k_1 k_2 v_1^2 + 2\beta^2 \delta^2 k_1 - 2\beta k_1 v_1^2 - \gamma^2}{n_1} c_1 e^{v_1 t} \\
&\quad - \frac{\beta^2 \delta^2 k_1 k_2 - \beta^2 k_1 k_2 v_1^2 + 2\beta^2 \delta^2 k_1 - 2\beta k_1 v_1^2 - \gamma^2}{n_2} c_2 e^{-v_1 t} \\
&\quad + \frac{\beta^2 \delta^2 k_1 k_2 - \beta^2 k_1 k_2 v_2^2 + 2\beta^2 \delta^2 k_1 - 2\beta k_1 v_2^2 - \gamma^2}{n_3} c_3 e^{v_2 t} \\
&\quad - \frac{\beta^2 \delta^2 k_1 k_2 - \beta^2 k_1 k_2 v_2^2 + 2\beta^2 \delta^2 k_1 - 2\beta k_1 v_2^2 - \gamma^2}{n_4} c_4 e^{-v_2 t} \\
&\quad + \left(\frac{\beta k_2 + 2}{2}\right) \eta \gamma \alpha y - \alpha \eta \delta \beta \kappa_2.
\end{align*}
Value of the notations $v_1, v_2, w, n_1, n_2, n_3, n_4, c_1, c_2, c_3$, and $c_4$ and proof of the proposition can be found in Appendix. This proposition shows the time path of the optimal dynamic pricing, advertising, and production policies and the corresponding time path of the optimal goodwill and inventory/backlog states. However, it is hard to analytically obtain more managerial insights directly from the optimal policies since the analytical expressions of optimal policies and states are complicated. In this way, we use numerical examples to obtain more visual results.

4. Numerical Examples

In this section, we present some numerical examples to illustrate the theoretical results. The focus of this paper is to study the effect of inventory/backlog on goodwill and the influence on other strategies. So we only change parameter $\eta$ and keep the remaining parameters unchanged. The following parameter values are set as a benchmark:

Demand parameters: $\alpha = 10, \beta = 1, \gamma = 0.3$

Goodwill parameters: $\delta = 0.4, \eta = 0.2, G_0 = 15, k_1 = 1$

Inventory parameters: $h = 0.4, I_0 = 0, I(T) = 0$

Production parameter: $k_2 = 3$

Planning horizon: $T = 30$

These parameter values are chosen from the previous studies of dynamic production, pricing, and advertising strategies, which allow for a comprehensive illustration. With the given data, we can get the different time paths of $u^*(t), a^*(t), s^*(t)$ under different values of parameter $\eta$ in Figures 1–3, and then we can obtain the corresponding optimal inventory/backlog level and goodwill level. The time path $I^*(t)$ is depicted in Figure 4.

Figure 4 depicts the inventory level curves under different values of $\eta$. From the different curves, we can see that, with a greater impact of inventory on goodwill, the inventory level has stronger volatility. It can be interpreted by the fact that when $\eta$ is relatively large, the inventory level has a greater impact on goodwill, and the firm will try to maintain a high inventory level, which aims to increase the goodwill and finally enhance the demand. Meanwhile, the negative inventory level, that is, backlog, must be the worst for the firm because it has a large negative impact on goodwill and leads to the decrease of goodwill. It is reasonable that firm would like to increase inventory level as much as possible in the early period of planning horizon (e.g., $t \in [0, 10]$), which increases the goodwill and then in turn leads to high demand. Therefore, the inventory level presents high volatility. Specifically, the inventory increases sharply in the early period, then maintains a high level, and is emptied at the end of planning horizon. When $\eta$ is relatively small, the inventory has less impact on goodwill such that the firm is more concerned about production cost. Due to the increasing marginal production cost verified from the quadratic cost function of production, the firm tries to maintain a relatively smooth production rate to avoid the high production cost (shown in the production curve, i.e., Figure 1).

It is optimal for the firm to hold a relatively low inventory level even if backlog occurs, which can be seen from the inventory curve when $\eta$ is equal to 0 or 0.2. Particularly, when inventory has no effect on goodwill (i.e., $\eta = 0$), inventory level is always negative, which means that the firm always backlogs the order during the planning horizon. In the early period of planning horizon, the demand is pretty high due to the high initial goodwill level; however, it is not most profitable for firm to afford the high production cost to meet all the demand immediately. In this way, the backlog arises. As the demand decreases (shown in Figure 5), the firm covers the backlog gradually under a smooth production rate. Then in the middle period of planning horizon (e.g., $t \in [10, 25]$), the inventory maintains relatively stable level. In the final period of planning horizon (e.g.,
\[ t \in [25, 30], \text{both the demand and production rate decrease; however, in order to follow a smooth production rate, production rate decreases earlier than demand. Thus, when } \eta = 0, \text{ a slight backlog arises near the end of the planning horizon, and finally the inventory level reaches zero.}\]

Figure 1 shows three curves indicating the optimal production strategies with different values of parameter \( \eta \). The comparison of the three curves shows that, except near the end of planning horizon, as \( \eta \) becomes larger, the production rate is higher, and the total production quantity of the whole planning horizon is larger. Moreover, the larger \( \eta \) is, the higher the increase of production rate is (compared with a smaller \( \eta \)). For example, the increment between \( \eta = 0.4 \) and \( \eta = 0.2 \) is significantly larger than that between \( \eta = 0.2 \) and \( \eta = 0 \). Specifically, when \( \eta \) is relatively large, the firm chooses a high inventory strategy (shown in Figure 4), which brings high levels of goodwill and demand. Thus, in the early and middle periods of planning horizon, the production rate maintains a high level to increase inventory level and meet the high demand. In the final period of planning horizon, in order to consume all of the inventory at the end of the planning horizon \( (t = T) \), the firm implements a relatively low production rate and meets the parts of demand with the aid of the products in inventory. What is more, we can also see that the curves of optimal production strategy when \( \eta \) is relatively low have a similar variation trend as that of a higher \( \eta \). Specifically, the production rate decreases in the early period of planning horizon, then maintains stable, and decreases again in the final period. It can be interpreted by the fact that, in the early period, the initial goodwill level is pretty high, which leads to high demand. The optimal production quantity would not satisfy all the demand initially because a high production rate will incur a pretty high cost. However, if the production rate is much lower than the demand rate, there may arise a pretty high backlog cost. Under this condition, the firm must balance the production cost and backlog cost. Therefore, in the early period, the production rate is relatively high compared with that in the middle period, and the production rate will gradually decrease following with the decrease of demand. In the middle period, the production rate is consistent with demand rate roughly. Finally, the production rate decreases due to the decrease of demand.

Figure 2 depicts the optimal advertising rate curves with different values of \( \eta \). Interestingly, except the short initial period of planning horizon, a higher \( \eta \) leads to a higher advertising rate. And the larger \( \eta \) is, the higher the increase of advertising rate is (compared with a smaller \( \eta \)). For example, the increment of \( \eta = 0.4 \) compared with \( \eta = 0.2 \) is significantly larger than that of \( \eta = 0.2 \) compared with \( \eta = 0 \). Combined with the observation in Figure 1, it is shown that when the inventory plays a role in promoting goodwill, the
production strategy and the advertising strategy are strategically complementary. It is due to the fact that, facing a relatively high \( \eta \), the firm has incentives to maintain a high inventory level by increasing production. In order to consume these productions and inventories, a higher advertising rate is required to further stimulate demand, which eventually achieves a higher profit. In the short initial period of planning horizon, for a relatively small \( \eta \), the inventory has a small impact on goodwill, and the firm mainly relies on advertising to maintain goodwill; thus, a higher advertising rate strategy is adopted. What is more, regardless of the value of \( \eta \), except near the end of planning horizon, the advertising rate always maintains at a stable and high level to stimulate demand, whereas near the end of planning horizon, the advertising rate rapidly decreases to zero. This is because in the final period of planning horizon, there is less incentive for the firm to invest in advertising to maintain the goodwill and stimulate demand, and the advertising rate falls for the purpose of cost-saving.

Figure 3 shows the optimal pricing curves with respect to \( \eta \). From Figures 2 and 4, we know that a higher \( \eta \) leads to a higher inventory level and a higher advertising investment; thereby, the goodwill level is higher, which eventually leads to higher market size (i.e., \( \alpha + \gamma G(t) \)). Thus, the firm adopts a higher price to increase the marginal profit. Meanwhile, it is observed that the price is high initially due to high initial goodwill, and then the price maintains at a stable level. In the final period, because the goodwill further decreases, the firm lowers the price to stimulate the demand for emptying the inventory.

Figure 5 depicts the optimal demand curves with different values of \( \eta \). Interestingly, when \( \eta \) is higher, the demand is higher in the middle and final periods; however, the demand is lower in the early period. This is because, in the early period, when \( \eta \) is higher, the firm also needs to allocate part of the production quantity to the inventory to increase goodwill, which eventually facilitates the sales of the whole planning horizon. Therefore, as \( \eta \) increases, the firm has a stronger incentive to set a higher price in the early period (shown in Figure 3), which combined with the reduced advertising strategy (shown in Figure 2) makes the market demand decrease. This also contributes to a rapid increase of inventory level (shown in Figure 4) and thereby brings a greater positive impact on increase of goodwill. During the following operation period, for a larger \( \eta \), the demand will be higher because of the high goodwill (resulted in high inventory level and high advertising rate). What is more, when \( \eta = 0.4 \), there is a slight increase in demand under \( t \in [24, 28] \); this is caused by a decreasing pricing strategy with the aim for emptying the inventory.

Next, we study how the total profit varies with different values of parameter \( \eta \) under different initial goodwill levels \( G_0 \). Figures 6(a) and 6(b) depict the total profit with respect to \( \eta \) when \( G_0 = 5 \) and \( G_0 = 15 \), respectively. As shown in Figure 6(a), the total profit increases with \( \eta \) for the entire planning horizon; it can be interpreted by the fact that, under a relatively small initial goodwill, there occurs no backlog for the firm, and the inventory level is almost positive resulting in higher goodwill as \( \eta \) increases, which in turn leads to a higher profit. However, one can observe the nonmonotonicity of the total profit with respect to \( \eta \) in Figure 6(b). Based on the above analysis, we know that a relatively large initial goodwill greatly stimulates the demand; under the pressure of high production cost, it is difficult for a firm to meet the large market demand in time; thus, there is a short-term backlog. When \( \eta \) is relatively low, that is, \( \eta < 0.02 \) as shown in Figure 6(b), the negative inventory has a negative effect on goodwill; thus, the higher this effect is (a higher \( \eta \)), the lower the total profit is. Then as \( \eta \) continues to increase (e.g., \( \eta > 0.02 \)), the firm would try to avoid the backlog, and thus the positive inventory effect increases the total profit for an increasing \( \eta \).

5. Conclusions

In practice, it is common for a firm to manage production and retail together. This paper is concerned with a decision-making problem for a firm to jointly determine the production rate, sales price, and advertising rate in a dynamic setting. Inventory and backlog as well as
advertisement are the goodwill accumulating factors. By solving the corresponding optimal control problem on the basis of Pontryagin’s maximum principle, we obtain the joint optimal dynamic pricing, advertising, and production strategies. Numerical examples are provided to illustrate the effectiveness of the main theoretical results and the solution procedure. Then, sensitive analysis of the key system parameters is intensively investigated and some managerial insight is shown. The theoretical contribution and managerial implication can be summarized as follows. Firstly, this paper provides a framework to research the effect on the joint policy when inventory and backlog are goodwill-building factors. Secondly, the analytical solution of the optimal dynamic strategies serves as a powerful reference to support the managers in making the pricing, advertising, and production decision. Thirdly, several interesting results emerge from our research. Specifically, the total profit may decrease firstly and then increase with respect to the impact intensity of inventory on goodwill when the initial goodwill is relatively high. When the inventory plays a role in promoting goodwill, the optimal production and the advertising policies are strategically complementary.

In this paper, we focus on decision-making considering the influence of inventory on goodwill for a single product monopolist firm. For further studies, we can investigate the differential game problem between manufacturers and retailers under a competitive dynamic environment and explore the impact of the effect of goodwill on supply chain members’ decision. In order to better study the actual business situation, both the goodwill and demand dynamics would naturally take uncertainty into account. Furthermore, it is interesting to investigate the costly price adjustment and defect management [49–51] based on the current model [52].

Appendix

We can rewrite system (16) by the following form:

\[
\begin{bmatrix}
G \\
I \\
\lambda_1 \\
\lambda_2 \\
\end{bmatrix} = A \begin{bmatrix}
G \\
I \\
\lambda_1 \\
\lambda_2 \\
\end{bmatrix} + B,
\]

(A.1)

where

\[
A = \begin{bmatrix}
-\delta & \eta & \frac{1}{k_1} & 0 \\
0 & 0 & \left(\frac{\beta}{2} + \frac{1}{k_2}\right) \\
\frac{\alpha \gamma}{2\beta} & 0 & \delta & \frac{\gamma}{2} \\
0 & 2h & -\eta & 0
\end{bmatrix},
\]

(A.2)

\[
B = \begin{bmatrix}
0 \\
\alpha \\
-\frac{2}{\gamma} \\
0
\end{bmatrix}.
\]

The four eigenvalues of A are \( r_1 = v_1, r_2 = -v_1, r_3 = v_2, \) and \( r_4 = -v_2, \) where

\[
v_1 = \frac{\sqrt{\beta k_1 k_2 (m + \sqrt{\Delta})}}{2\beta k_1 k_2},
\]

\[
v_2 = \frac{\sqrt{\beta k_1 k_2 (m - \sqrt{\Delta})}}{2\beta k_1 k_2},
\]

\[
m = 2\beta^2 h k_1 k_2 + 2\beta \delta k_1 k_2 - 2\beta \eta k_1 k_2 + 4\beta h k_1 - \gamma^2 k_2,
\]

\[
\Delta = 4\beta^4 h^2 k_1^2 k_2^2 - 8\beta^3 \delta^2 h k_1^2 k_2^2 - 8\beta^3 \eta h k_1 k_2 - 8\beta^3 \delta^2 h k_1 k_2^2 - 8\beta^3 \delta^2 \eta k_1 k_2 y
\]

\[+ 4\beta^2 \eta k_1^3 k_2^2 + 8\beta^2 \eta k_1 k_2 y^2 + 4\beta \eta k_1 k_2 y^3 + 16\beta^3 h^2 k_1 k_2^2 - 16\beta^2 \delta^2 h k_1 k_2 - 16\beta^2 \delta^2 \eta k_1 k_2 y - 4\beta^2 h k_1 k_2 y^2
\]

\[- 4\beta^2 \delta k_1 k_2 y^2 + 8\beta^2 \eta k_1 k_2 y^2 + 4\beta \eta k_1 k_2 y^3 + 16\beta^2 h^2 k_1^2 + 8\beta h k_1 k_2 y^2 + k_2 y^4.
\]

10 Discrete Dynamics in Nature and Society
The eigenvector of $A$ can be specified as

$$\begin{align*}
H &= \begin{bmatrix} x_1 & x_2 & x_3 & x_4 \end{bmatrix},
\end{align*}$$

where

$$\begin{align*}
x_1 &= \frac{\beta(\beta \delta \eta k_1, k_2 - \beta \eta k_1, k_2 v_1 + 2 \delta \eta k_1 - 2 \eta k_1 v_1 - k_2 v_1)}{n_1} \\
&\quad \cdot \begin{bmatrix} k_1 \gamma (-\beta \delta k_1 v_1 - \beta k_3 v_3^2 + \eta \gamma) \\
1 \end{bmatrix},
\end{align*}$$

$$\begin{align*}
x_2 &= \frac{\beta(\beta \delta \eta k_1, k_2 + \beta \eta k_1, k_2 v_1 + 2 \delta \eta k_1 + 2 \eta k_1 v_1 + k_2 v_1)}{n_2} \\
&\quad \cdot \begin{bmatrix} k_2 \gamma (-\beta \delta k_2 v_2 - \beta k_3 v_3^2 - \eta \gamma) \\
1 \end{bmatrix},
\end{align*}$$

$$\begin{align*}
x_3 &= \frac{\beta(\beta \delta \eta k_1, k_2 - \beta \eta k_1, k_2 v_2 + 2 \delta \eta k_1 - 2 \eta k_1 v_2 - k_2 v_2)}{n_3} \\
&\quad \cdot \begin{bmatrix} k_1 \gamma (-\beta \delta k_1 v_2 - \beta k_3 v_3^2 + \eta \gamma) \\
1 \end{bmatrix},
\end{align*}$$

$$\begin{align*}
x_4 &= \frac{\beta(\beta \delta \eta k_1, k_2 + \beta \eta k_1, k_2 v_2 + 2 \delta \eta k_1 + 2 \eta k_1 v_2 + k_2 v_2)}{n_4} \\
&\quad \cdot \begin{bmatrix} k_2 \gamma (-\beta \delta k_2 v_2 + \beta k_3 v_3^2 - \eta \gamma) \\
1 \end{bmatrix},
\end{align*}$$

$$\begin{align*}
n_1 &= k_3(2\beta \delta^2 k_1 v_1 + \beta \delta \eta k_1, y - \beta \eta k_1, y v_1 - 2 \beta k_1, y v_1 - \gamma^2 v_1), \\
n_2 &= k_3(2\beta \delta^2 k_1 v_1 - \beta \delta \eta k_1, y - \beta \eta k_1, y v_1 - 2 \beta k_1, y v_1 - \gamma^2 v_1), \\
n_3 &= k_3(2\beta \delta^2 k_2 v_2 + \beta \delta \eta k_1, y - \beta \eta k_1, y v_2 - 2 \beta k_1, y v_2 - \gamma^2 v_2), \\
n_4 &= k_3(2\beta \delta^2 k_2 v_2 - \beta \delta \eta k_1, y - \beta \eta k_1, y v_2 - 2 \beta k_1, y v_2 - \gamma^2 v_2).
\end{align*}$$
Therefore, we have

\[
\begin{bmatrix}
G \\
I \\
\lambda_1 \\
\lambda_2
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & 0 & \epsilon^{\sigma t} \\
0 & 0 & \epsilon^{\sigma t} & 0 \\
0 & 0 & \epsilon^{\sigma t} & 0 \\
0 & 0 & \epsilon^{\sigma t} & 0
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4
\end{bmatrix}
- A^{-1} B. \quad (A.6)
\]

Hence, the optimal goodwill and inventory can be given in Proposition 1. Combining the functions (13)–(15), we can obtain the optimal pricing, advertising, and production strategies. With the four boundary conditions \( G(0) = G_0, \ I(0) = I_0, \ I(T) = 0, \) and \( \lambda_1(T) = 0, \) we can obtain \( c_1, c_2, c_3, c_4 \) as

\[
c_1 = \left( (a_{12} a_{23} - a_{13} a_{22}) (a_{34} b_4 - a_{44} b_3) + (a_{14} a_{22} - a_{12} a_{24}) (a_{33} b_4 - a_{43} b_3) + (a_{33} a_{44} - a_{34} a_{43}) (a_{12} b_2 - a_{22} b_1) + (a_{22} a_{44} - a_{23} a_{43}) (a_{12} b_1 - a_{22} b_1) \right)
\]

\[
\cdot \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{33} a_{44} - a_{34} a_{43}) + (a_{12} a_{31} - a_{11} a_{32}) (a_{23} a_{44} - a_{24} a_{43}) + (a_{11} a_{42} - a_{12} a_{41}) (a_{23} a_{34} - a_{24} a_{33}) + (a_{12} a_{44} - a_{14} a_{43}) (a_{21} a_{32} - a_{22} a_{31}) + (a_{14} a_{33} - a_{13} a_{34}) (a_{21} a_{42} - a_{22} a_{41}) + (a_{13} a_{42} - a_{14} a_{41}) \right) \]

\[
(33 a_{42} - a_{32} a_{41})^{-1},
\]

\[
c_2 = \left( (a_{12} a_{23} - a_{13} a_{22}) (a_{34} b_4 - a_{44} b_3) + (a_{11} a_{24} - a_{14} a_{21}) (a_{33} b_4 - a_{43} b_3) + (a_{13} a_{44} - a_{14} a_{43}) (a_{11} b_2 - a_{21} b_1) + (a_{12} a_{44} - a_{13} a_{43}) (a_{11} b_1 - a_{21} b_1) \right)
\]

\[
\cdot \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{33} a_{44} - a_{34} a_{43}) + (a_{12} a_{31} - a_{11} a_{32}) (a_{23} a_{44} - a_{24} a_{43}) + (a_{11} a_{42} - a_{12} a_{41}) (a_{23} a_{34} - a_{24} a_{33}) + (a_{12} a_{44} - a_{14} a_{43}) (a_{21} a_{32} - a_{22} a_{31}) + (a_{14} a_{33} - a_{13} a_{34}) (a_{21} a_{42} - a_{22} a_{41}) + (a_{13} a_{42} - a_{14} a_{41}) \right) \]

\[
(33 a_{42} - a_{32} a_{41})^{-1},
\]

\[
c_3 = \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{34} b_4 - a_{44} b_3) + (a_{11} a_{24} - a_{14} a_{21}) (a_{33} b_4 - a_{43} b_3) + (a_{13} a_{44} - a_{14} a_{43}) (a_{11} b_2 - a_{21} b_1) + (a_{12} a_{44} - a_{13} a_{43}) (a_{11} b_1 - a_{21} b_1) \right)
\]

\[
\cdot \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{33} a_{44} - a_{34} a_{43}) + (a_{12} a_{31} - a_{11} a_{32}) (a_{23} a_{44} - a_{24} a_{43}) + (a_{11} a_{42} - a_{12} a_{41}) (a_{23} a_{34} - a_{24} a_{33}) + (a_{12} a_{44} - a_{14} a_{43}) (a_{21} a_{32} - a_{22} a_{31}) + (a_{14} a_{33} - a_{13} a_{34}) (a_{21} a_{42} - a_{22} a_{41}) + (a_{13} a_{42} - a_{14} a_{41}) \right) \]

\[
(33 a_{42} - a_{32} a_{41})^{-1},
\]

\[
c_4 = \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{34} b_4 - a_{44} b_3) + (a_{11} a_{24} - a_{14} a_{21}) (a_{33} b_4 - a_{43} b_3) + (a_{13} a_{44} - a_{14} a_{43}) (a_{11} b_2 - a_{21} b_1) + (a_{12} a_{44} - a_{13} a_{43}) (a_{11} b_1 - a_{21} b_1) \right)
\]

\[
\cdot \left( (a_{11} a_{22} - a_{12} a_{21}) (a_{33} a_{44} - a_{34} a_{43}) + (a_{12} a_{31} - a_{11} a_{32}) (a_{23} a_{44} - a_{24} a_{43}) + (a_{11} a_{42} - a_{12} a_{41}) (a_{23} a_{34} - a_{24} a_{33}) + (a_{12} a_{44} - a_{14} a_{43}) (a_{21} a_{32} - a_{22} a_{31}) + (a_{14} a_{33} - a_{13} a_{34}) (a_{21} a_{42} - a_{22} a_{41}) + (a_{13} a_{42} - a_{14} a_{41}) \right) \]

\[
(33 a_{42} - a_{32} a_{41})^{-1},
\]
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