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In the era of enhancing the quality of education, teacher quality, as the core factor affecting the quality of education, has received
unprecedented attention in the field of education. )e monitoring on teacher quality is the basis of fully understanding and
effectively improving the quality of teachers in compulsory education within the county. Comprehensive and systematic study on
teacher quality control in compulsory education within the county is the key to improve the teacher quality of it as well as improve
and complement research in related fields. And in stark contrast to the importance of the problem, there is no in-depth and
systematic result on the monitoring on teacher quality within the county which becomes amatter of concern in current research in
the field of education issues. And the management quality evaluation of teacher education is frequently viewed as the multiple
attribute decision-making (MADM) issue. An extended VIKOR model is established to provide a new approach to solve the
management quality evaluation of teacher education.)e VIKORmethod with probabilistic hesitant fuzzy information is applied
to rank the optional solutions. Lastly, a numerical example about management quality evaluation of teacher education is il-
lustrated to test the newly proposed method’s practicability.

1. Introduction

In 1965, Zadeh [1] firstly defined novel fuzzy sets (FSs) to
cope with information in the fuzzy new domain [2–5]. To
extend the FSs, the intuitionistic fuzzy sets (IFSs) [6] were
also defined. Subsequently, FSs and its related extension
knowledges are exploited into the more and more decision
analysis domains [7–10]. Su et al. [11] proposed the inter-
active method for dynamic IF-MAGDM. Arya and Yadav
[12] defined the intuitionistic fuzzy super-efficiency slack-
based measure. Tian et al. [13] studied the partial derivative
and complete differential of binary IF-mathematical func-
tions. Garg [14] proposed the improved cosine similarity
measure for IFSs. Tan [15] constructed the Choquet integral-
based TOPSIS method for IF-MADM. Zhao et al. [16] de-
fined the interactive intuitionistic fuzzy algorithms for
multilevel programming problems. Li [17] built the GOWA
operator to MADM using IFSs. Buyukozkan et al. [18] se-
lected the transportation schemes with integrated intui-
tionistic fuzzy Choquet integral method. Joshi et al. [19]

defined the Jensen-alpha-norm dissimilarity measure for
IFSs. De and Sana [20] defined the (p, q, r, l) method for
random demand with Bonferroni mean under IFSs. Li et al.
[21] defined the time-preference and VIKOR-based dynamic
method for IF-MADM. Niroomand [22] defined the mul-
tiobjective-based direct solution method for linear pro-
gramming along with intuitionistic fuzzy parameters. Zhao
et al. [23] perfected TODIM for IF-MAGDMon the strength
of cumulative prospect theory. Yu et al. [24] defined the
derivatives and differentials for multiplicative IFSs. Yu [25]
defined the generalized prioritized geometric operators
under IFSs. Wu and Zhang [26] built the IF-MADM based
on weighted entropy. Verma and Sharma [27] defined the
measure of inaccuracy IF-MADM. Iakovidis and Papa-
georgiou [28] defined the cognitive maps for medical de-
cision-making under IFSs. Zhang et al. [29] built the GRA
method based on cumulative prospect theory for intui-
tionistic fuzzy MAGDM. Zhao et al. [30] built the intui-
tionistic fuzzy MABAC method based on cumulative
prospect theory.
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)e VlseKriterijumska Optimizacija I Kompromisno
Resenje (VIKOR) [31–34] has been used to solve the GSS
problems with different fuzzy information. Pamucar et al.
[35] presented the original pairwise-CODAS method for
MCDM. Roy et al. [36] established the CODAS method for
MCDM issues with IVIFSs. Lan et al. [37] defined the in-
terval-valued bipolar uncertain linguistic CODAS method.
Wei et al. [38] defined the probabilistic uncertain linguistic
CODAS method. He et al. [39] defined the CODAS pro-
cedures for 2-tuple linguistic Pythagorean fuzzy MAGDM.
Lei et al. [40] built the probabilistic double hierarchy lin-
guistic CODAS method. And the concept of fuzziness was
first introduced by Zadeh [1], and then, it was expanded to
many fields such as the decision and control. )e intui-
tionistic fuzzy set (IFS) [41], hesitant fuzzy set (HFS) [42],
interval-valued intuitionistic fuzzy set (IVIFS) [43], and so
on are the expansion of the fuzzy sets. )en, Opricovic and
Tzeng [44] defined the probabilistic hesitant fuzzy sets
(PHFs). Until now, there are no studies for the VIKOR
method under probabilistic hesitant fuzzy (PHF) environ-
ment. )us, we extend the VIKOR method to probabilistic
hesitant fuzzy (PHF) environment to deal with the flexible
and complicated decision-making circumstance.)ough the
PHF-VIKOR model has been structured by Krishankumar
et al. [45], we have some details changed in this paper to get
more accruable selection. )e following is the innovation of
this paper: (1) a novel PHF-VIKOR method is proposed; (2)
the extended VIKOR method is developed in the probabi-
listic hesitant fuzzy environment; (3) the normalization
process of the original data has adapted the latest method to
verify the precision; (4) the sensitivity analysis and com-
parison analysis is given with other existing models.

)e whole thread of the article is as follows. Section 2
gives a simple introduction of the PHF concept. Section 3
structures the model of VIKOR, and Section 4 illustrates an
example for management quality evaluation of teacher ed-
ucation to prove the practicability of this new method.
Section 5 gives a conclusion.

2. Preliminary Knowledge

Definition 1 (see [46]). Let e be a discourse set, and PHFS on
E is in terms of a function that when applied to E whose
value range is in [0, 1] and the probabilistic hesitant fuzzy
element (PHFE) is denoted as ke(ja

e ) is as follows:

Ke � ke f
a
e |j

a
e( |f

a
e , j

a
e , (1)

where fa
e ∈ R, 0≤fa

e ≤ 1, a � 1, 2, . . . , #f, and #f is the
value of the elements,fa

e is the possible membership degrees,
and ja

e is the probability of the corresponding element,

#f
a�1f

a
e � 1. We adapt a new normalization approach which

is introduced by Li et al. [47] for the reason that this new
normalization process breaks the limitation when processing
multiplication of the sets with different probabilities.

Definition 2 (see [47]). Let k(fi|ji) � fi(ji) ,
k1(fa|ja) � fa

1(ja
1) , and k2(fb|jb) � fa

2(ja
2)  be three

PHFEs, i � 1, 2, . . . , #f, a � 1, 2, . . . , #f1, and
b � 1, 2, . . . , #f2.

Step 1: determine the first element of normalized
PHFEs. If j11 < j12, then f1

1(j11) � f1
1(j11) and

f1
2(j12) � f1

2(j12); otherwise, f1
1(j11) � f1

1(j12) and
f1
2(j12) � f1

2(j12).
Step 2: determine the second element of standardized
PHFEs. If j11 < j12 and j12 − j11 ≤ j21, then
f2
1(j21) � f2

1(j12 − j11) and f2
2(j22) � f1

2(j12 − j11). If
j11 < j12 and j12 − j11 > j21, then f2

1(j21) � f2
1(j21) and

f2
2(j22) � f1

2(j21). If j11 ≥ j12 and j11 − j12 ≤ j22, then
f2
1(j21) � f1

1(j11 − j12) and f2
2(j22) � f2

2(j11 − j12). If
j11 ≥ j12 and j11 − j12 > j22, then f2

1(j21) � f1
1(j22) and

f2
2(j22) � f2

2(j22).
Step 3: determine the third element of standardized
PHFEs. If j11 ≥ j12, j11 − j12 ≤ j22 and j12 ≤ j22 − j11 + j12, then
f3
1(j31) � f2

1(j21) and f3
2(j32) � f2

2(j21). If j11 ≥ j12, j11 −

j12 ≤ j22 andj12 > j22 − j11 + j12, then f3
1(j31) � f2

1(j22 + j12 −

j11) and f3
2(j32) � f2

2(j22 + j12 − j11).

From the above steps, j11 + j21 + · · · j
#f1
1 � 1 and

j12 + j22 + · · · j
#f2
2 � 1, #f1 � #f2.

Definition 3 (see [46]). )e score function is calculated by

s(k(j)) � 

#f

i�1
f

i
j

i
, (2)

where f
i
shows the ith largest elements of PHFE and j

i is the
probability of the ith largest membership degree.

Definition 4 (see [48]). Compare k1(j1) � f
a

1(j
a

1)  and

k2(j2) � f
b

2(j
b

2)  by the following laws:

(1) k1(j1)>f2(j2) if s(k1(j1))> s(k2(j2))

(2) k1(j1)>f2(j2) if s(k1(j1))> s(k2(j2)) and
d(k1(j1))>d(k2(j2))

(3) k1(j1) � f2(j2) if s(k1(j1)) � s(k2(j2)) and
d(k1(j1)) � d(k2(j2))

(4) k1(j1)<f2(j2) if s(k1(j1)) � s(k2(j2)) and
d(k1(j1))>d(k2(j2))

Definition 5 (see [48]). k1(j1) � f
a

1(j
a

1)  and
k2(j2) � f

b

2(j
b

2)  are normalized PHFEs, where
#f1 � #f2 � #f and ja

1 � jb
2 � ji. )e Lance distance be-

tween them is arranged as
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Definition 6 (see [47]). )e algorithms of two normalized
PHFEs k1(j1) � f

a

1(j
a

1)  andk2(j2) � f
b

2(j
b

2)  are as
follows:
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f
a

1 + f
b

2 − f
a

1f
b

2  j
i

  ,

(4)
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f
a

1f
b

2 j
i

  . (5)

Definition 7 (see [49]). Let hc(c � 1, 2, . . . , l) be a fixed
collection, and the PHF weighted averaging (PHFWA)
operator is obtained by

PHFWA h1 j1( , h2 j2( , . . . , hl jl(   � ⊕
l

c�1
hcvc 

� ∪
f1∈h1,f2∈h2 ,...,fl∈hl

1 − 
l
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1 − fc( 

vc j
i

 
⎧⎨

⎩

⎫⎬

⎭,

(6)

where vc � (v1, v2, . . . , vl) is the weight of vc and 
l
c�1 vc � 1,

vc ∈ [0, 1].

Definition 8 (see [49]). )e equation of PHF weighted
geometric (PHFWG) operator is shown as follows:

PHFWG h1 j1( , h2 j2( , . . . , hl jl(   � ⊕
l
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hc 

vc

� ∪
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l
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i

 
⎧⎨

⎩

⎫⎬

⎭.

(7)

3. PHF-VIKOR Method for MAGDM

)eMAGDM decision matrix is Kc � [kc
er(jer)]m×n, and the

optional alternatives is defined as We � W1, W2, . . . , Wm 

and the attributes are Yr � Y1, Y2, . . . , Yn , and
c � c1, c2, . . . , cl  is used to denote the decision makers.
Furthermore, the weight of each decision maker is defined as
vc and the weighting vector of criterions is pr which is
unknown, 

l
c�1 vc � 1, 

n
r�1 pr � 1 (c � 1, 2, . . . l):

K
c

�
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11 . . . kc

1r · · · kc
1n
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kc
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m×n

; e � 1, . . . , m, r � 1, . . . , n, c � 1, . . . , l. (8)

)en, the PHF-VIKOR method is used to deal with
MAGDM with PHFNs.

Step 1: obtain the standardized decision matrices:

ker jer(  � fer jer(  , if the attribute is the positive attribute,

ker jer(  � 1 − fer(  jer(  , if the attribute is the negative attribute.

⎧⎨

⎩ (9)

)en, we obtain the normalized data according to the
introduction in Definition 2.
Step 2: integrate the group matrix into a matrix
ker(

jer) � fer(
jer)]m×n using

PHFWA k
1
er, k

2
er, . . . , k
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er  � ⊕
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(10)

Step 3: obtain the matrix of the score function of the
integrated decision matrix:

s ker
jer   � 

#f

i�1

f
i

er
j

i

er. (11)

Step 4: acquire the criterion weights based on the in-
formation provided by DMs.

)e classical entropy-weighted method is used to ob-
tain the weights among attributes pr. )e calculation
process is shown as follows:

(i) Obtain the degree of entropy by the following
equation:

Tr � −
1

ln m


m

e�1

s ker
jer  


m
e�1 s ker

jer  
× ln

s ker
jer  


m
e�1 s ker

jer  
⎛⎝ ⎞⎠.

(12)

(ii) Calculate the entropy weight pr:

pr �
1 − Tr


n
r�1 1 − Tr( 

. (13)

Step 5: determine the k
∗
and k

−
indexes by the fol-

lowing laws:
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k
∗
r � max

e
ker,

k
−

r � min
e

ker.

⎧⎪⎪⎨

⎪⎪⎩
(14)

Step 6: calculate the S and R indexes by the following
equations:

Se � 
n

r�1
pr

k
∗
r − ker 

k
∗
r − k

−

r 
, (15)

Re � max
r

pr

k
∗
r − ker 

k
∗
r − k

−

r 

⎡⎢⎢⎣ ⎤⎥⎥⎦. (16)

Step 7: compute out the VIKOR index according to the
previous step:

Qe � δ ×
Se − S

−

S
∗

− S
−  +(1 − δ) ×

Re − R
−

R
∗

− R
− , (17)

where δ denotes the strategic weight whose value is
always defined to 0.5 [44], S∗ � maxeSe, S− � mineSe

R∗ � maxeRe, and R− � mineRe.
Step 8: get the final ranking of the solutions.

)e final ranking results is determined by three pa-
rameters (Qe, Re, and Se). )e value of these parameters
means the smaller it is, the better the alternative is.

4. Case Study

)e education plan is teacher-oriented. Excellent teachers
can create excellent education. Education to teachers is
the base of educational career which plays an important
role in laying foundation and leading the way. Education
to teachers takes up the significant position in educa-
tional career of different countries and promoting the
quality of the public. Our country attaches great im-
portance to the education to teachers and the quality
improving of teachers has been put on the top of country
develop strategy. Education to teachers in China has a
long history and higher level. It experiences the process
from nothing to everything, from disorder to making
specific rules, from lower lever to higher level. )e system
of education to teachers has cultivated groups of qualified
teachers for elementary and middle school to meet the
demands of social politics and economy as well as sci-
entific development, which contributes to the improve-
ment of civil quality and economic development as well as
the science and techniques. Research on the reform and

develop history of Chinese education to teachers from the
aspect of quality assurance not only contributes to deeply
understanding the reform of education to teachers and
quality assurance and enriching the research on Amer-
ican educational history but also has a significant in-
fluence in China, establishing and improving the
teachers’ education institutions, reconstructing the pol-
icy of education to teachers, and improving the quality of
teachers. A point in case about the management quality of
teacher education with PHFNs would be utilized to il-
lustrate the above methods. We shall give 5 possible
college schools Hi(i � 1, 2, 3, 4, 5) to choose. )e experts
select four attributes to evaluate the management quality
of teacher education of these college schools: ① J1 rep-
resents the environment of teaching and studying; ② J2
means curriculum design and target;③ J3 represents the
teaching practice; ④ J4 means the student satisfaction.
Several college schools shall be depicted with PHFNs by
the three DMs (expert weighting is vc � 0.3, 0.3, 0.4{ }) on
the strength of 4 criterions; the PHFN decision matrix is
depicted in Tables 1–3.

)en, the PHF-VIKOR method is used to deal with
management quality evaluation of teacher education with
PHFNs.

Step 1: obtain the normalized matrices (see Tables 4–6).
Step 2: obtain the integrated decision matrix ker(

jer) �
fer(

jer)]m×n (see Table 7).
Step 3: build the score function of the integrated de-
cision matrix (see Table 8).
Step 4: using the entropy method, we compute out the
weighting vector with the decision-making information
pr � 0.269, 0.279, 0.257, 0.195{ }.
Step 5: determine the k

∗
and k

−
indexes:

k
∗

� 0.589, 0.633, 0.533, 0.521{ },

k
−

� 0.356, 0.381, 0.316, 0.350{ }.
(18)

Step 6: calculate the S and R indexes:

Se � 0.914, 0.842, 0.790, 0{ },

Re � 0.257, 0.269, 0.279, 0{ }.
(19)

Step 7: compute out the VIKOR index according to the
previous step:

Qe � 0.960, 0.942, 0.932, 0{ }. (20)

Step 8: get the final ranking of the solutions:
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Table 1: Decision matrix c1 given by the first DM.

Alternative Y1 Y2
W1 {0.6 (0.1), 0.5 (0.2), 0.3 (0.7)} {0.3 (0.5), 0.5 (0.5)}
W2 {0.4 (0.3), 0.5 (0.4), 0.2 (0.3)} {0.5 (1)}
W3 {0.7 (0.4), 0.4 (0.3), 0.1 (0.3)} {0.4 (0.7), 0.7 (0.3)}
W4 {0.6 (0.7), 0.5 (0.3)} {0.5 (0.3),0.7 (0.5), 0.6 (0.2)}
Alternative Y1 Y2
W1 {0.3 (0.6), 0.2 (0.3), 0.4 (0.1)} {0.3 (0.5), 0.6 (0.2), 0.4 (0.3)}
W2 {0.4 (0.6), 0.3 (0.3), 0.5 (0.1)} {0.4 (0.2), 0.5 (0.3), 0.3 (0.5)}
W3 {0.4 (0.5), 0.2 (0.2), 0.3 (0.3)} {0.5 (0.25), 0.3 (0.5)}
W4 {0.5 (1)} {0.5 (0.6), 0.4 (0.2), 0.7 (0.2)}

Table 2: Decision matrix c2 given by the second DM.

Alternative Y1 Y2
W1 {0.5 (0.4), 0.4 (0.5), 0.7 (0.1)} {0.4 (0.8), 0.5 (0.2)}
W2 {0.4 (0.7), 0.3 (0.3)} {0.3 (0.4), 0.4 (0.2), 0.6 (0.4)}
W3 {0.5 (1)} {0.2 (0.5), 0.4 (0.5)}
W4 {0.8 (0.6), 0.5 (0.3), 0.7 (0.1)} {0.7 (0.6), 0.4 (0.1), 0.5 (0.3)}
Alternative Y1 Y2
W1 {0.4 (1)} {0.5 (0.3), 0.6 (0.2), 0.2 (0.5)}
W2 {0.3 (0.3), 0.5 (0.2), 0.4 (0.5)} {0.4 (0.3), 0.6 (0.1), 0.2 (0.6)}
W3 {0.4 (0.6), 0.3 (0.4)} {0.3 (0.5), 0.2 (0.2), 0.4 (0.3)}
W4 {0.5 (0.7), 0.4 (0.3)} {0.4 (0.3), 0.5 (0.5), 0.6 (0.2)}

Table 3: Decision matrix c3 given by the third DM.

Alternative Y1 Y2

W1 {0.1 (0.4), 0.6 (0.3), 0.4 (0.3)} {0.3 (0.5), 0.6 (0.2), 0.5 (0.3)}
W2 {0.2 (0.5), 0.4 (0.3), 0.5 (0.2)} {0.4 (0.6), 0.2 (0.2)0.5 (0.2)}
W3 {0.5 (0.3), 0.4 (0.7)} {0.2 (0.4), 0.4 (0.6)}
W4 {0.6 (0.4), 0.5 (0.6)} {0.5 (0.4), 0.3 (0.1), 0.8 (0.5)}
Alternative Y1 Y2
W1 {0.3 (0.4), 0.2 (0.5), 0.5 (0.1)} {0.3 (0.5), 0.2 (0.3), 0.4 (0.2)}
W2 {0.4 (0.6), 0.3 (0.2), 0.2 (0.2)} {0.3 (0.2), 0.4 (0.5), 0.5 (0.3)}
W3 {0.7 (0.3), 0.5 (0.4), 0.2 (0.3)} {0.4 (0.7), 0.2 (0.3)}
W4 {0.6 (0.3), 0.5 (0.4), 0.7 (0.3)} {0.4 (0.2), 0.5 (0.3), 0.6 (0.5)}

Table 4: )e standardized decision matrix by the first DM.

Alternative M1 M2
W1 {0.6 (0.1), 0.5 (0.2), 0.3 (0.2), 0.3 (0.2), 0.3 (0.3)} {0.3 (0.1), 0.3 (0.2), 0.3 (0.2), 0.5 (0.2), 0.5 (0.3)}
W2 {0.4 (0.1), 0.4 (0.2), 0.5 (0.2), 0.5 (0.2), 0.3 (0.3)} {0.5 (0.1), 0.5 (0.2), 0.5 (0.2), 0.5 (0.2), 0.5 (0.3)}
W3 {0.4 (0.1), 0.4 (0.2), 0.7 (0.2), 0.7 (0.2), 0.1 (0.3)} {0.7 (0.1), 0.7 (0.2), 0.4 (0.2), 0.4 (0.2), 0.4 (0.3)}
W4 {0.5 (0.1), 0.5 (0.2), 0.6 (0.2), 0.6 (0.2), 0.6 (0.3)} {0.5 (0.1), 0.5 (0.2), 0.6 (0.2), 0.7 (0.2), 0.7 (0.3)}
Alternative M3 M4
W1 {0.4 (0.1), 0.3 (0.2), 0.3 (0.2), 0.3 (0.2), 0.2 (0.3)} {0.4 (0.1), 0.4 (0.2), 0.6 (0.2), 0.3 (0.1), 0.3 (0.3)}
W2 {0.5 (0.1), 0.4 (0.2), 0.4 (0.2), 0.4 (0.2), 0.3 (0.3)} {0.5 (0.1), 0.5 (0.2), 0.4 (0.2), 0.3 (0.1), 0.3 (0.3)}
W3 {0.3 (0.1), 0.3 (0.2), 0.2 (0.2), 0.4 (0.2), 0.4 (0.3)} {0.5 (0.1), 0.5 (0.2), 0.5 (0.2), 0.3 (0.1), 0.3 (0.3)}
W4 {0.5 (0.1), 0.5 (0.2), 0.5 (0.2), 0.5 (0.2), 0.5 (0.3)} {0.5 (0.1), 0.4 (0.2), 0.7 (0.2), 0.5 (0.1), 0.5 (0.3)}

Table 5: )e standardized decision matrix by the second DM.

Alternative M1 M2
W1 {0.7 (0.1), 0.4 (0.2), 0.5 (0.2), 0.5 (0.2), 0.4 (0.3)} {0.4 (0.1), 0.5 (0.2), 0.4 (0.2), 0.4 (0.2), 0.4 (0.3)}
W2 {0.3 (0.1), 0.3 (0.2), 0.4 (0.2), 0.4 (0.2), 0.4 (0.3)} {0.3 (0.1), 0.4 (0.2), 0.6 (0.2), 0.6 (0.2), 0.3 (0.3)}
W3 {0.5 (0.1), 0.5 (0.2), 0.5 (0.2), 0.5 (0.2), 0.5 (0.3)} {0.2 (0.1), 0.2 (0.2), 0.2 (0.2), 0.4 (0.2), 0.4 (0.3)}
W4 {0.7 (0.1), 0.8 (0.2), 0.8 (0.2), 0.8 (0.2), 0.5 (0.3)} {0.4 (0.1), 0.7 (0.2), 0.7 (0.2), 0.7 (0.2), 0.5 (0.3)}
Alternative M3 M4
W1 {0.4 (0.1), 0.4 (0.2), 0.4 (0.2), 0.4 (0.2), 0.4 (0.3)} {0.5 (0.1), 0.5 (0.2), 0.6 (0.2), 0.2 (0.2), 0.2 (0.3)}
W2 {0.3 (0.1), 0.3 (0.2), 0.5 (0.2), 0.4 (0.2), 0.4 (0.3)} {0.6 (0.1), 0.2 (0.2), 0.2 (0.2), 0.2 (0.2), 0.4 (0.3)}
W3 {0.4 (0.1), 0.3 (0.2), 0.3 (0.2), 0.4 (0.2), 0.4 (0.3)} {0.4 (0.1), 0.4 (0.2), 0.3 (0.2), 0.3 (0.2), 0.3 (0.3)}
W4 {0.4 (0.1), 0.4 (0.2), 0.5 (0.2), 0.5 (0.2), 0.5 (0.3)} {0.4 (0.1), 0.4 (0.2), 0.6 (0.2), 0.5 (0.2), 0.5 (0.3)}
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S4 < S3 < S2 < S1

R4 <R1 <R2 <R3

S4 < S3 < S2 < S1

⎧⎪⎪⎨

⎪⎪⎩

⎫⎪⎪⎬

⎪⎪⎭
, the final rank isW4 >W3 >W2 >W1.

(21)

5. Conclusions

In this study, we propose a new PHF-VIKOR model for
management quality evaluation of teacher education with
probabilistic hesitant fuzzy information. In this method,
the decision-making information was provided by DMs
in probabilistic hesitant fuzzy environment. A novel
VIKOR model was extended in the PHF circumstance for
management quality evaluation of teacher education.
Finally, we apply this model in a practical example and
test the feasibility. In the future, we firmly believe that the
PHF-VIKOR method will be applied in the more fields.
Meanwhile, the integration of other classical method with
more complex and uncertain information also needs
more attention [50–52]. We are supposed to consider the
attributes of actual situation when solving the manage-
ment quality evaluation of teacher education.
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