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Measurement invariance refers to the equivalence of measurement instrument in different groups. Research on social science
often involves comparing different groups, such as whether the relationship between two variables is the same in male and female
groups. Measurement invariance is a prerequisite of these studies because if the measurement tools are not equivalent, we cannot
distinguish the difference between the degree of measurement tools and the empirical results. The causal model proposed by
Michael Siegrist is one of the baseline models for studying public acceptance of genetically modified food, but only a few studies
have tested the invariance of the causal model. Thus, it is difficult for researchers to judge the reliability of some conclusions about
group comparison, such as whether the risk perception of men is lower than that of women. In this study, we use sample data
about China (N=1091) to test the invariance of the causal model among groups with different genders and knowledge levels. The
test results show that the model has full invariance across gender, and only factor loading invariance has no measurement error
invariance across knowledge levels. The results of this study show that the conclusion about group comparison on gender in
previous studies is credible, but the reliability of the measurement of the differences between knowledge level groups needs to

improve before meaningful comparison can be made.

1. Introduction

Measurement invariance (equivalence) means that mea-
surement instruments, such as scales, used in the study are
identical across relevant groups [1]. In social science re-
search, research objects often come from different sub-
populations, such as male and female. Thus, determining
measurement invariance is a logical prerequisite to evalu-
ating substantive hypotheses about differences in groups,
regardless of whether the comparison is as simple as be-
tween-group mean differences test or as complex as testing
whether some theoretical structural model is invariant
across groups [2]. Moreover, it is impossible to determine
whether the relationship between variables observed in the
study reflects the hypothetical relationship proposed in the
study or it reflects an artificial relationship caused by dif-
ferences in the measurement instruments [3].

If the variables used in the study are directly observable,
such as income and education, then measurement invari-
ance is easy to judge. However, if the variable is not directly
observable, such as perceived benefit, it is often measured
indirectly by manifest (i.e., observed) variables, and the
measurement instruments are mostly scales. In this study,
the measurement invariance needs to be tested using sta-
tistical techniques. Testing the equivalence of measurement
instruments is called invariance analysis [4].

Genetically modified food (GMF) is an emerging food
technology with multiple social and environmental benefits
[5]. Like any other new food technology in history, public
acceptance of GMF was low in the early stage of its de-
velopment [6-9]. What factors influence public acceptance
of GMF? This question has an important impact on the
decision-making of stakeholders of food industries, such as
policymakers, farmers, and agrobiotechnology enterprises
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[10-12]. Many studies have examined this question [13-17].
Some studies have shown that trust, perceived risk, and
perceived benefit are the three most important factors that
affect public acceptance [10, 13]. Siegrist examined these
three factors and proposed a causal model to explain public
acceptance of GMF. He found that perceived risk has a direct
negative effect on public acceptance; perceived benefit has a
direct positive effect on public acceptance, and trust indi-
rectly affects public acceptance through perceived risk and
benefit. In addition, perceived benefit has a negative direct
effect on perceived risk [18, 19]. Owing to its explanatory
power and simplicity, this causal model has been widely used
to explain public acceptance in a variety of technological
research, such as gene technology [15, 20, 21], financial
technology [22, 23], nanotechnology [24-27], renewable
energy [28-30], unmanned aircraft [31], and automated
driving technology [32, 33]. The samples used in these
studies are made up of individuals with different demo-
graphic characteristics, such as sex, education, and income.
Therefore, for research about social science to be credible, it
is essential to conduct invariance analysis of the measure-
ment instruments. Unfortunately, only a few studies have
explored the invariance of the causal model. In the existing
literature, only Siegrist has tested the invariance of the
gender group in this model [18].

Because it is impossible to test the invariance of all the
possible individual features, the features that have a greater
impact on the core variables of the model are tested [34].
Perceived risk is the core explanatory variable in the causal
model [35]. Previous studies have found that gender and
relevant knowledge level are important factors that affect an
individual’s perceived risk [36-41]. Therefore, this study
analyzes the invariance of the model across gender and
knowledge level variables.

This study complements previous studies in three as-
pects. First, the above discussion shows that invariance
analysis is very important, but only a few studies have tested
this aspect, so this study supplements the current research.
Second, although Siegrist explored this issue, the data used
in his study are about the United Kingdom. The data in this
study are from China. Since China is quite different from
most western countries in terms of culture, politics, and
economic system, this study supplements Siegrist’s model.
Finally, Siegrist tested only the measurement invariance of
the causal model across gender, but this study considers both
gender and relevant knowledge level, so this study is also an
extension of the study of Siegrist.

The remainder of the study is organized as follows. The
next section introduces the basic concepts, testing principles,
and testing methods of the invariance analysis. The statistical
hypothesis section briefly introduces the causal model of
public acceptance of GMF and the statistical hypothesis (null
hypothesis) used in the invariance test. The research method
section introduces the measurement scales, samples, and
data analysis methods used in this research. The results
section shows the analysis results of the invariance test. The
final section discusses the results, mainly the theoretical and
policy implications, as well as the limitations.
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2. Invariance Analysis

Measurement invariance (equivalence) was first proposed by
Drasgow and Fritz: “Measurement equivalence holds when
individuals with equal standing on the trait measured by the
test but sampled from different subpopulations have equal
expected observed test scores.” In particular, “individuals
with equal standings on the latent trait, say verbal aptitude,
but sampled from different subpopulations, say male and
female, should have the same expected observed score” ([42],
p. 134). Measurement invariance analysis helps to ensure
that any comparisons made represent the true differences in
the constructs being studied [43].

There are, essentially, four levels of measurement in-
variance, which are configural, metric, scalar, and strict
invariances (for more details, the reader is referred to [2, 4]).
Among them, the first two levels, configural and metric
invariances, are collectively referred to as conceptual in-
variance, whereas the last two levels, scalar and strict in-
variances, are called psychometric invariance [44]. These
levels are hierarchical: higher levels impose more restrictions
on the measurement parameters while allowing a higher
degree of comparability (see Figure 1) [45-48]. The fol-
lowing paragraphs explain the four levels of measurement
invariance in detail.

Configural invariance (the invariance of configuration)
is also commonly referred to as pattern invariance. At this
level, the focus is solely on testing whether the same items
measure the given construct across multiple groups. To test
this, both factor models are estimated simultaneously. Since
this is the baseline model, it is only necessary to assess the
overall model fit to test whether configural invariance holds.

Metric invariance is also commonly referred to as weak
invariance. Metric invariance builds upon configural in-
variance; it requires that, in addition to the constructs being
measured by the same items, the factor loadings of those
items must be equivalent across multiple groups. The factor
loadings reflect the degree to which differences in the re-
sponses of the participants to an item are due to differences
in their levels of understanding of the underlying construct
that is being assessed by that item. Thus, the invariance of the
factor loadings suggests that the construct has the same
meaning for participants across different groups. This is
because if a construct has the same meaning across multiple
groups, then there are identical relationships between the
construct and participants’ responses to the items used to
measure that construct.

Scalar invariance builds upon metric invariance; it re-
quires that the item intercepts should also be equivalent
across multiple groups. Item intercepts are the origin or
starting value of the scale that a given factor is based on.
Thus, participants who have the same value of the latent
construct should have equal values for the items that the
construct is based on.

The final level of invariance is called strict factorial in-
variance. Strict invariance refers to the invariance of the
error terms of an individual indicator variable, representing
the unique error of that indicator variable. Thus, when
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FiGURE 1: The relationship between the four levels of measurement
invariance.

testing strict invariance, what is essentially being tested is
whether the residual error is equivalent across groups.

Several methods have been proposed for testing mea-
surement invariance. Vijver and Harsveld proposed that the
factor parameters of the unconstrained model should be
examined and those with the largest between-group dif-
ferences should be classified as noninvariant [49]. Marsh and
Hocevar suggested that the modification indices in the fully
constrained model should be examined, and the large
modification indices of the associated items that are indi-
cators of noninvariance should be interpreted [50]. How-
ever, among all the potential methods, the method proposed
by Byrne et al. and Byrne (2004) is the most widely used
because of its rationality and rigor. In this method, multi-
group confirmatory factor analysis (MGCFA) is used to
estimate the unconstrained measurement model and a series
of constrained measurement models; then the fitting indices
of these models are obtained and compared to test the in-
variability of the scale [51, 52]. Since the constraints of the
four levels of measurement invariance are progressively
enhanced, the order of testing measurement invariance is
generally the same as that of the four levels of measurement
invariance; that is, testing is conducted in turn from con-
figural invariance, metric invariance, and scalar invariance
to strict invariance.

Based on the method of Byrne et al. and Byrne, mea-
surement invariance analysis starts with configural invari-
ance. Configural invariance is an unconstrained model and
is used as the baseline model for subsequent tests. The null
hypothesis of the test is “the same factor structure among
groups.” If the unconstrained model fits well, it indicates that
the measurement model has configural invariance, and a
series of subsequent constrained model estimates can be
conducted. If the fitting index of the unconstrained model is
not up to the corresponding critical value, it implies that
there is no configural invariance and subsequent invariance
tests are not conducted [2].

The second model analyzed is the metric invariance
model. Based on the configural invariance, intergroup
equivalence restriction is applied to the factor loading to test
whether there is invariance between each measurement item
and its representative factor across groups. Metric invariance

is the basis of measurement invariance. On the one hand,
from the perspective of the moderate replication strategy, if
the metric invariance is met, it has measurement invariance
[52]. On the other hand, it is not possible to vary with
higher-order invariance until metric invariance is met. Fi-
nally, the structural invariance analysis is based on the
metric invariance [43].

The third model analyzed is the scalar invariance model.
Based on the metric invariance, the intergroup equivalence
restriction is applied to the regression intercept between
each measurement item and its representative factor (latent
factor) to test whether there is invariance in the intercept of
the measurement item across groups. If a mild test strategy is
adopted at this stage, the measurement model is said to be
invariant [53].

The fourth model analyzed is the strict invariance model.
Based on the scalar invariance, an intergroup equivalent
restriction is applied to the variances of each measurement
error to test whether there is cross-group invariance in the
variance of the measurement error.

Figure 2 summarizes the sequence of these invariance
tests.

3. Statistical Hypothesis

Our statistical test model of invariance is shown in Figure 3.
It is based on Siegrist’s causal model. In our model, per-
ceived risk has a negative and direct impact on public ac-
ceptance; perceived benefit has a positive and direct impact
on public acceptance of GMF, and perceived benefit has a
negative and direct impact on perceived risk. Trust indirectly
affects public acceptance of GMF through perceived benefits
and perceived risks; trust has a positive impact on perceived
benefits and a negative impact on perceived risks [18]. Since
the objective of this study is to examine the measurement
equivalence of the causal model, the focus of the model is to
determine whether gender and individual knowledge level
affect the causal model.

Based on Section 2, we propose the following statistical
hypotheses for the invariance analysis of the model; it is
shown in Table 1.

4. Research Method

4.1. Measurement. Knowledge was measured using eight
true/false statements (see Table 2). These statements covered
areas of knowledge about gene technology. Content validity
was established by having three independent experts in the
field of biology and genetics review the questions. The goal
was to assess the respondents’ knowledge of biology ob-
jectively. The response options were “true” and “false.”
The measurement scale used in this study comprised of
four constructs and 15 items, which are based on several
scales used in relevant studies (see Table 3 for specific
studies) that demonstrate high reliability and validity. The
idiosyncrasies of the Chinese language and culture were
considered throughout the translation process, so minor
modifications were made in the wording to suit these idi-
osyncrasies. The subjects were asked to indicate their
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agreement or disagreement with the statements provided,
using a seven-point Likert scale (1 =strongly disagree and
7 = strongly agree). Table 3 shows the detailed scale items of
the construct variables.

To assess perceived risks of GMF, we asked the re-
spondents to indicate their agreement with the four items
developed by Sjoberg, Chen, Ghoochani et al., and Sjoberg
etal. [54-57]. Two items reflect the possible harmful effect of
GMF on human health, and the other two reflect its possible
harmful effect on the environment. Examples of the items
are “Eating genetically modified food will lead to infertility”
and “The production of genetically modified food will de-
stroy the diversity of animals and plants.”

Regarding social trust, although previous studies have
shown that this aspect comprises multiple components,
Lang and Hallman showed that these components are highly
correlated and converge on a common factor [58]. There-
fore, the public’s social trust of different objects can be
measured holistically. Based on this argument, in this study,
social trust was measured as the public’s trust in various
institutions [18, 59]. Specifically, the participants were asked,
“How much trust do you have in the following institutions:
(1) regulatory agencies, (2) agricultural corporations, and (3)
public research institutions in the GMF domain?” Partici-
pants had to indicate their level of trust on a 7-point scale,
ranging from “no trust atall” (1) to “a very high level of trust”

7).

4.2. Sample. The data were collected through self-reported,
structured questionnaires. The questionnaire was developed
in Chinese and submitted to a panel of five experts at one of
the key universities in Central China to evaluate the validity
of the content. Two of these experts work at the Department
of Biology and the rest work at the School of Public
Management in this university. The panel approved both the
initial list and question format and suggested revisions to
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clarify certain questions for the general public to fully un-
derstand and respond accordingly. Prior to the formal
survey, a pilot test was conducted. During the pilot test,
respondents were asked whether they could clearly under-
stand the questions and felt comfortable answering them.
Based on their feedback, changes were made about the
wording, expressions, and grammar to improve the ques-
tionnaire’s clarity, accuracy, flow, and validity. In the pilot
test, 50 individual participants, 20 undergraduates and 30
ordinary people, that were randomly selected to represent
the public were interviewed individually.

The questionnaire was comprised of four parts. The first
section screened the question, “Have you heard of geneti-
cally modified food?” The respondent did not need to
continue if his or her answer was “no.” The second section
requested sociodemographic information, including gender,
age, educational background, income, and knowledge about
gene technology. The third section focused on the public’s
acceptance of GMF. The final section inquired about per-
ceived risks or benefits of GMF and social trust in different
objects.

The survey used stratified sampling. First, to account for
geographical differences and maximize representativeness,
eight provinces from the east (Zhejiang), south (Guang-
dong), west (Sichuan, Xizang, and Xinjiang), north (Hebei),
northeast (Jilin), and central (Hubei) regions of China were
selected. Two high-income and two lower-income counties
were randomly selected from each province, resulting in 32
counties. Then, four to six city communities or villages were
randomly selected from each county, resulting in 150 city
communities or villages. Finally, seven to ten households
were randomly approached in each of these city commu-
nities or villages, resulting in a total sample of 1200 ob-
servations. In June 2019, through public recruitment, 100
university students were recruited as interviewers (3-4 in-
terviewers per county) from Central China Normal Uni-
versity. The students were selected according to their home
addresses, which had to be located in the 32 selected
counties. The student interviewers then conducted face-to-
face interviews from July to September 2019.

A total of 1200 paper questionnaires were distributed,
with 1168 recovery and 1091 valid questionnaires after
eliminating those with clerical errors or contradictions. The
effective recovery rate was 93.41%.

4.3. Data Analysis. 'The data were analyzed using Statistical
Package for the Social Sciences (SPSS) 24 and AMOS 24. The
analysis was comprised of three steps, which are measure-
ment model analysis for the full sample (full sample anal-
ysis), measurement model analysis for subgroups (subgroup
analysis), and measurement invariance analysis. The aim of
the full sample and subgroup analyses is to test whether the
data support the measurement model. If the data do not
support the model, it would be meaningless to conduct a
subsequent measurement invariance analysis.

The full sample and subgroup analyses have the same
idea. The method used to conduct the analysis is confir-
matory factor analysis (CFA). Several fit indices, such as
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TaBLE 1: Statistical hypotheses for the invariance analysis.

Model (M) Test Null hypothesis (HO) Reference model
MO Configural invariance For two groups: Hgy,. A}L)rm = A}?r —
M1 Metric invariance For all 4, j in the model of two groups: H ,: )rt:?jl) = i(jZ) Mo
M2 Scalar invariance For all i items in the model of two groups: H, ,: V=1 M1
M3 Strict invariance For all i items in the model of two groups: H,;o: 8\ = 8} M2
TasLE 2: Knowledge about gene technology.
Questions
(1) Normal tomatoes do not have genes, but genetically modified ones do
(2) If a person eats genetically modified fruit, the genes of this person will also be modified
(3) Genetically modified animals are always bigger than normal animals
(4) It is currently impossible to transfer genes from animals into plants
(5) The sex of a child is determined by the mother’s genes
(6) More than half of human genes are identical to those of chimpanzees
(7) The first transgenic plant in the world was successfully cultivated in China
(8) Transgenic technology refers to transferring the gene of one organism to the genome of another
TaBLE 3: Measures used in the study.
Construct Items Source
(ACC1) Would you buy genetically modified food (GMF)?
(ACC2) Would you buy this kind of food if the product trademark indicated that it contained
Public acceptance genetically modified ingredients? [18, 19, 60]
(ACC) (ACC3) Whenever possible, I avoid buying GMF (reversed scoring). >
(ACC4) Compared with ordinary food, GMF has a longer shelf life. Would you choose to buy because
of this?
(PEB1) Overall, GMF technology is useful to society
Perceived benefits (PEB2) Transgenic technology can increase crop yields and feed more people (54, 56]
(PEB) (PEB3) GMEF creates a higher quality of life; it is a great technological advancement ’
(PEB4) GMFs will eventually be accepted by the majority of people
(PERI1) Overall, GMF can be dangerous to people
. . (PER2) Eating GMF will lead to infertility
Perceived risks (PER) (PER3) Eating GMF will change our genes or those of future generations [54-57]
(PER4) The production of GMF will destroy the diversity of animals and plants
(SOT1) Regulatory agencies
Social trust (SOT) (SOT2) Agricultural corporation [18, 59]

(SOT3) Public research institution in the GMF domain

normed y? measure (i.e., the ratio of the y* divided by its
degrees of freedom), the comparative fit index (CFI), the
nonnormed fit index (NNFI), and the root mean square
error of approximation (RMSEA), were used to evaluate the
model fit. When the CFI and NNFI values are greater than
0.90 and the RMSEA value is less than or equal to 0.08, it is
considered adequate for model fit [61]. The normed y* is
used to identify two types of inappropriate models. First,
values that are less than 1.0 indicate an “overfitted” model
[62], and, second, values of more than 2.0 or a more liberal
limit of 5.0 indicate that the model does not fit the observed
data and has to be improved [63]. CFA was used to evaluate
the standard factor load, internal consistency, convergent
validity, and discriminant validity. The evaluation indices
are as follows. The completely standardized item-factor
loadings (>0.60) and internal consistency of the constructs
were measured using the composite reliability (CR >0.70)

[64]. Convergent validity was evaluated with the average
variance extracted (AVE >0.50) [64], whereas a discrimi-
nant validity was established when the AVE for each con-
struct exceeds the squared correlations between that and
another construct [65].

A multigroup CFA (MGCFA) was conducted to test
measurement invariance [53]. Based on the principles of the
measurement invariance test discussed in Section 2, the
MGCFA was conducted to estimate and calculate the series
of fit indices of each model (MO to M3 in Table 1), and the fit
indices of each model were compared with those of the
reference model. Comparative analysis of the three indi-
cators, Ay?, ACFI, and RMSEA, was conducted to determine
whether invariance exists. According to the suggestion made
in the study of Cheung and Rensfold (2002), invariance is
established when Ay* is not significant (p>0.05) or
ACFI <0.01 [44]. In addition, according to the suggestion of



Hu and Bentler (1999), measurement invariance can be
assumed when the point estimates of RMSEA are very close
and the confidence intervals of RMSEA have large overlaps
[66]. Since Ay? and y? are equally influenced by sample size
and distribution pattern, Cheung and Rensfold (2002)
suggested that when Ay? and ACFI tests are not consistent,
the ACFI test results should be used as the basis to judge
whether there is measurement invariance [44].

5. Results

5.1. Respondent Profiles. Table 4 lists the descriptive statistics
of the data. The sample comprises 1091 individuals, with a
mean age (standard deviation) of 32.93 (14.31) years. The
self-reported knowledge of these 1091 respondents about
gene technology ranges from 1 to 8. The mean of the
knowledge score is 5.74, and the standard deviation is 1.61.
The level of knowledge of 241 (22.1%) respondents is less
than 5; they are categorized as the “low knowledge level
group” (LK). The level of knowledge of 429 (39.3%) re-
spondents is higher than 6, and they are categorized as the
“high knowledge level group” (HK). The distribution of
gender is roughly balanced, with 608 (55.7%) of the re-
spondents being female.

The sample does not originate from strict random
sampling, so the representativeness of the sample was
evaluated. A y? test was conducted to ensure that the sample
in this study is representative of the entire population.
Table 4 presents the characteristics of the sample and the
results of the y? test, which indicate that the sample roughly
represents the Chinese population (p > 0.05).

5.2. Full Sample Analysis. Before conducting the invariance
analysis, we examined the model fit of the data and pa-
rameter estimates for the entire sample (n=1091).

The hypothesized measurement model had a chi-square
of 340.189 with 84 degrees of freedom. The subjective fit
indices indicate an adequate model-data fit of 0.052, 0.953,
and 0.962 for RMSEA, NNFI, and CFI, respectively. These
results indicate that the model is appropriate, a proper
solution was obtained, and the solution fit the entire sample
adequately.

As shown in Table 5, the results of the CFA show that the
standardized factor loadings range from 0.663 to 0.877 and
are significant (p <0.01), which is more than the cut-off
point of 0.60. All CR values range from 0.863 to 0.885,
indicating acceptable levels of reliability of the constructs,
since they are greater than the recommended 0.70 threshold.
Moreover, all AVE values, which range from 0.613 to 0.687,
are equal to or greater than the 0.50 standard for convergent
validity, indicating acceptable levels of convergent validity of
the constructs.

Table 6 lists additional descriptive statistics (i.e., mean
and standard deviations) and the correlation matrix; the
correlations among the constructs and the square root of the
AVE are on the diagonal. The four diagonal elements of the
latent variables are larger than their corresponding corre-
lation coefficients, indicating that the metrics have appro-
priate discriminant validity.
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5.3. Subgroup Analysis. Since the model fit the data ade-
quately in the overall sample, we analyzed the model-data fit
for each group.

The goodness-of-fit statistics for the single-sample CFA
models are shown in Table 7. In all cases, the hypothesized
models approached or exceeded the more stringent cut-oft
value for a well-fitting model, suggesting that the hypoth-
esized model adequately accounts for the covariance ma-
trices of the data of four samples, male, female, LK, and HK.

The results of the CFA for each country (see Table 8)
show that the standardized factor loadings exceed the rec-
ommended minimum threshold of 0.60, ranging from 0.696
to 0.875 for males, from 0.640 to 0.899 for females, from
0.715 to 0.861 for LK, and from 0.615 to 0.883 for HK and
were significant (p <0.01).

As shown in Table 8, the CR values exceed the recom-
mended threshold of 0.70, ranging from 0.873 to 0.882 for
male, from 0.854 to 0.887 for female, from 0.836 to 0.877 for
LK, and from 0.853 to 0.899 for HK, indicating acceptable
levels of reliability of the constructs. Moreover, all the AVE
values are greater than the 0.50 standard for convergent
validity, ranging from 0.639 to 0.696 for male, from 0.595 to
0.681 for female, from 0.604 to 0.640 LK, and from 0.595 to
0.700 HK, indicating acceptable levels of convergent validity
of the constructs.

In addition, the discriminant validity of the measures is
accepted, since the AVE of each construct is greater than the
squared correlation of the construct and other constructs in
the model. Table 9 lists additional descriptive statistics (i.e.,
mean and standard deviations) and the correlation matrix,
with the correlations among constructs and the square root
of the AVE on the diagonal. The four diagonal elements of
the latent variables of each group are larger than their
corresponding correlation coefficients, indicating that the
metrics have appropriate discriminant validity.

Based on the above CFA analysis, it can be concluded
that the data support the measurement model of each
subsample. The measurement models were replicable in each
sample.

5.4. Invariance Analyses. Since the measurement models
were replicable in each sample, we conducted a series of
multisample structural equation models to identify any
noninvariance in the measurement parameters across the
gender and knowledge variables, respectively. We followed
the invariance test process presented in Sections 2 and 3.

5.4.1. Male versus Female. The initial step was to test a model
across the male and female groups simultaneously without
imposing any equality constraints. The purpose of this step is
to establish a baseline model to subsequently test the in-
creasingly restrictive nested models. As shown in Table 10,
the baseline model (M0) produced a good fit with the data.
The result suggests that configural invariance is present in
the gender groups; that is, males and females used the same
pattern in measuring the items.

We then estimated a nested model that constrains the
factor loadings to be invariant across the two samples. The
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TaBLE 4: Descriptive statistics of the sample.

: 2
Characteristic Classification Number Sample Popula?on X test (p
(%) (%) value)
Male 483 443 51.2
Gender Female 608 55.7 4838 0.982 (0.322)
15-29 years and below 523 47.9 429
Age 30-50 years 447 41.0 42.3 0.902 (0.637)
51 years and above 121 11.1 14.8
. Rural inhabitant 585 53.6 55.9
Type of living area Urban inhabitant 506 46.4 44.1 0.081 (0.776)
Primary education 183 16.8 27.7
Junior high school 427 39.1 40.6
Education background High school (mdusciglogolt)“hmcal secondary 5, 233 175 4744 (0.192)
College degree and above (including junior 227 20.8 142
college)
. . <3000 843 77.3% Not available
hﬁ‘;ﬁ;hly income (Chinese 3001-5000 204 18.7%  Not available
Y >5001 44 4.0%  Not available
1-4 (LK) 241 22.1%
Knowledge 5-6 421 38.6% Not available
7-8 (HK) 429 39.3%

Note. LK =low knowledge level group; HK = high knowledge level group. *Source: National Bureau of Statistics of the People’s Republic of China, 2016, 2015
national 1% population sampling survey main data bulletin, http://www.stats.gov.cn/tjsj/zxfb/201604/t20160420_1346151.html.

TaBLE 5: Results of the confirmatory factor analysis (full sample).

TaBLE 7: Goodness-of-fit statistics (subgroup).

Construct Item  Loading Se T-value CR  AVE
ACC1 0.815** 0.012 66.882
ACC2 0.755** 0.016 46.427

ACC ACC3 0.832** 0.012 67.328 0.885 0.659
ACC4 0.841 ** 0.010 83.812
PEB1 0.857 ** 0.010 88.514
PEB2 0.807 ** 0.021 38.881

PEB PEB3 0877 ** 0.010 83.613 0.880 0.649
PEB4 0.663 ** 0.033 20.039
PER1 0.686 ** 0.024 28.820
PER2 0.839 ** 0.012 71.863

PER PER3 0.793 ** 0.018 43.133 0.863  0.613
PER4 0.807 ** 0.015 52.859
SOT1 0.756 ** 0.025 30.623

SOT SOT2 0.852** 0.018 48.501 0.868 0.687
SOT3 0.874** 0.015 57.738

Note. ** p<0.01; ACC=public acceptance; PEB=perceived benefits;
PER = perceived risks; SOT = social trust.

TABLE 6: Mean (M), standard deviation (SD), and correlation
matrix (full sample).

Construct M SD ACC PEB PER SOT

ACC 3.682 1.481  0.812

PEB 4479 1.232  0.507  0.805

PER 3.887 1129 -0.65 -0.36 0.783

SOT 4367 1213 0.252 0276 -0.210 0.829

Note. ACC = public acceptance; PEB = perceived benefits; PER = perceived
risks; SOT =social trust.

Goodness-of-fit statistics

Sample Model

P Ve df x*df CFI NNFI RMSEA
Male CFA 212540 84 2530 0955 0944  0.057
Female CFA 261.636 84 3.115 0955 0.944  0.057
LK CFA 184508 84 2.197 0.922 0902 0.071
HK CFA 205348 84 2445 0957 0.947  0.058

Note. LK =low knowledge level group; HK =high knowledge level group.

invariance of the factor loadings is considered the minimum
acceptable criterion for measurement invariance [67]. The
analysis shows that the model exhibits a good fit with the
data (Table 10, M1). According to the results in Table 11 (MO0
versus M1), the change in y* (Ay?) with Adf is not sig-
nificant, and the fit statistics of the two models are also quite
comparable (|JACFI| <0.01, |ANNFI| <0.05), justifying the
presence of metric invariance.

After the validation of the metric invariance, a scalar
invariance test was conducted to ensure that the regression
intercepts between each measurement item and its repre-
sentative factor are noninvariant. The chi-square difference
test between M1 and M2 (Ay?* =19.112, Ad f =15, p > 0.05) is
not significant, justifying the scalar invariance in the gender.

Based on the scalar invariance, a strict invariance test was
conducted to ensure that the error terms of the two sub-
groups are noninvariant. The chi-square difference test
between M2 and M3 (Ay*=26.337, Adf =15, p<0.05) is
significant, indicating that the restricted model failed the test
of strict invariance in the groups. However, the difference in
the CFI between M2 and M3 is only 0.002 (see Table 11),
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TaBLE 8: Factor loadings, composite reliability, and average variance extracted (subgroup).
Male Female LK HK
L CR AVE L CR AVE L CR AVE L CR AVE
ACC 0.882 0.653 0.887 0.663 0.859 0.604 0.893 0.678
ACC1 0.802 0.825 0.813 0.802
ACC2 0.751 0.758 0.715 0.758
ACC3 0.836 0.829 0.794 0.869
ACC4 0.840 0.842 0.783 0.858
PEB 0.879 0.646 0.880 0.651 0.857 0.604 0.899 0.690
PEB1 0.872 0.848 0.835 0.866
PEB2 0.793 0.817 0.793 0.819
PEB3 0.844 0.899 0.861 0.880
PEB4 0.696 0.640 0.591 0.751
PER 0.876 0.639 0.854 0.595 0.877 0.640 0.853 0.595
PER1 0.709 0.672 0.819 0.615
PER2 0.850 0.831 0.835 0.842
PER3 0.827 0.765 0.761 0.816
PER4 0.805 0.809 0.785 0.791
SOT 0.873 0.696 0.864 0.681 0.836 0.630 0.875 0.700
SOT1 0.762 0.752 0.793 0.769
SOT2 0.862 0.846 0.775 0.854
SOT3 0.875 0.872 0.813 0.883

Note. L =factor loadings; CR = composite reliability; AVE = average variance extracted; ACC = public acceptance; PEB = perceived benefits; PER = perceived

risks; SOT =social trust.

TAaBLE 9: Mean, standard deviation, and correlation matrix
(subgroup).

Subgroups/ M SD ACC PEB PER SOT
constructs

Male

ACC 3.636 1.511 0.808

PEB 4453 1.238 0.480 0.804

PER 3.902 1.167 -0.624 -0.310 0.799

SOT 4418 1.295 0.163 0.238 -0.190 0.834
Female

ACC 3.713 1461 0.814

PEB 4498 1.236 0.529 0.807

PER 3.886 1.103 -0.670 -0.402 0.772

SOT 4237 1.296 0.318 0.305 -0.225 0.825
LK

ACC 3.073 1.369 0.777

PEB 3.924 1.313 0.363 0.777

PER 4288 1.235 -0.661 -0.272 0.800

SOT 4,015 1.387 0.216 0.321 -0.145 0.794
HK

ACC 4,032 1.462 0.823

PEB 4.802 1.117 0.578 0.831

PER 3.667 1.068 —0.633 -0.417 0.771

SOT 4,505 1.236 0.291 0.249 -0.323 0.837

Note. M = mean; SD = standard deviation; LK =low knowledge level group,
HK =high knowledge level group; ACC=public acceptance; PEB = per-
ceived benefits; PER = perceived risks; SOT =social trust.

indicating invariance. The point estimates of the RMSEA
and RMSEA confidence intervals are almost the same in M2
(RMSEA=0.038; 90% CI=0.034-0.042) and M3
(RMSEA =0.037; 90% CI=0.034-0.041) (see Table 10), in-
dicating invariance. Therefore, due to the small differences
in the above goodness-of-fit indices, strict invariance

between the unconstrained and constrained models is
assumed.

5.4.2. LK versus HK. The initial step is to test a model across
the LK and HK groups simultaneously without imposing any
equality constraints. As shown in Table 12, the baseline
model (M0) produced a good fit with the data. The result
suggests that configural invariance exists in both knowledge
level groups. LK and HK respondents used the same pattern
in measuring the items.

The chi-square difference between M0 and M1 is sig-
nificant (Ay?=42.704, Adf =11, p<0.01) (see Table 13),
whereas the difference in the CFI between M0 and M1 is only
0.008 (see Table 13), indicating invariance. The point esti-
mates of the RMSEA and RMSEA confidence intervals are
almost the same in MO (RMSEA=0.045; 90%
CI=0.039-0.050) and M1 (RMSEA=0.046; 90%
CI=0.041-0.052). Therefore, since the differences in the
goodness-of-fit indices are small, it can be assumed that
metric invariance exists.

The next step (model 2) is to assess the scalar invariance.
The chi-square difference between M1 and M2 is significant
(Ax*=139.700, Adf =15, p<0.01), whereas the difference
in the CFI between M1 and M2 is 0.03, which is greater than
0.01. These results reveal a substantial decrease in the fit
indices relative to M1, meaning that there is no invariance
between the two groups in the regression intercepts between
each measurement item and its representative factor.

According to the general invariance analysis procedure,
since there is no invariance in M2, it is not necessary to
conduct the next test of strict invariance; that is, it is not
necessary to conduct the M3 estimation.
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TaBLE 10: Goodness-of-fit statistics for multisample structural equation models (male versus female).
) Goodness-of-fit statistics

Model Invariance test 5 5

X df x*ldf CFI NNFI RMSEA 90% CI*
MO Configural invariance (baseline) 474.176 168 2.823 0.955 0.944 0.040 0.036-0.045
M1 Metric invariance 490.755 179 2.742 0.954 0.947 0.039 0.035-0.044
M2 Scalar invariance 509.866 194 2.628 0.954 0.950 0.038 0.034-0.042
M3 Strict invariance 536.203 209 2.566 0.952 0.952 0.037 0.034-0.041
Note. *90% CI of the RMSEA.

TABLE 11: Model comparisons for multisample structural equation models (male versus female).
Comparison Ax? Adf p-value ACFI ANNFI
MO versus M1 16.578 11 0.121 -0.001 0.003
M1 versus M2 19.112 15 0.209 -0.000 0.003
M2 versus M3 26.337 15 0.035* -0.002 0.002
Note. * p<0.05.
TaBLE 12: Goodness-of-fit statistics for multisample structural equation models (LK versus HK).
) Goodness-of-fit statistics

Model Invariance test 5 5

X df x2ldf CFI NNFI RMSEA 90% CI*
Mo Configural invariance (baseline) 389.856 168 2.321 0.946 0.933 0.045 0.039-0.050
M1 Metric invariance 432.560 179 2.417 0.938 0.928 0.046 0.041-0.052
M2 Scalar invariance 572.260 194 2.950 0.908 0.901 0.054 0.049-0.059
M3 Strict invariance 732.030 209 3.503 0.873 0.872 0.061 0.056-0.066

Note. *90% CI of the RMSEA.

TaBLE 13: Model comparisons for multisample structural equation
models (LK versus HK).

Comparison Ay? Adf ACFI
MO versus M1 42.704 ** 11 —-0.008
M1 versus M2 139.700 ** 15 -0.030
M2 versus M3 159.770 ** 15 -0.035

Note. *p<0.05; ** p<0.01.

Opverall, the causal model only shows metric invariance
but not scalar and strict invariance between the HK and LK
groups.

6. Discussion

The quality of the measurement used in research determines
the credibility of its conclusions. Measurement invariance is
a logical prerequisite in evaluating substantive hypotheses
about differences in a group, whether the comparison is as
simple as a between-group mean differences test or as
complex as testing whether some theoretical structural
model is invariant across groups. Although the importance
of measurement invariance is self-evident, only a few studies
have focused on it in the field of public acceptance of GMF.

In this study, we use data from China to analyze the
invariance of the causal model, which is widely used in the
field. Based on a series of invariance analyses, we conclude

that the model is configural invariance, metric invariance,
scalar invariance, and strict invariance across gender.
However, regarding knowledge level, it only has configural
and metric invariances. This finding suggests that, generally,
the male and female groups and the LK and HK groups
conceptualize the causal model constructs (SOT, PEB, PER,
and ACC) in the same way. This is consistent with the
conclusion of Siegrist.

In the model, scalar invariance is not present between the
HK and LK groups, which shows that the two groups have
different starting points in the test score. Because the in-
tercept does not affect the relative comparison results of the
test score, this noninvariance has little effect on the evalu-
ation of substantive hypotheses about the differences in the
groups.

In addition, regarding strict invariance between the HK
and LK groups, we find that the model construct is non-
invariant. Because the measurement error directly affects the
reliability of the measurement, this noninvariance is prob-
ably due to the different understanding of the words and
questions used in the scales between the two groups. There
are some key implications of this finding of noninvariance
for researchers. They need to revisit the questionable items
and evaluate the wording, semantics, and structure of each
question to ensure improvements. However, researchers
must also be aware of the fact that developing a question-
naire free of misconceptions for all different sample
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subgroups is almost impossible. Therefore, researchers
should consider and validate measurement invariance across
a sample population when designing their survey
instrument.

There are also some limitations to this study. First, the
intertemporal invariance is an important feature of mea-
surement tools. Owing to limited cross-sectional data, the
intertemporal invariance is not discussed. Finally, in the
invariance analysis, cross-cultural invariance is often an
important topic of concern, but, due to limited data, this
study did not explore it. Future research can be deepened in
these three aspects to make the measurement tools more
reliable.
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