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With the economic development in recent years, the state has paid more and more attention to education, and more and
more college graduates have been graduated. The purpose of this paper is to study how to analyze the refinement method of
evaluating the innovation and entrepreneurship ability (IEA) of colleges and universities based on the optimal weight
model. This paper proposes a sorting refinement method based on the optimal weight model and uses the BP neural network
to determine the optimal weight. Weight is a scoring mechanism for comprehensive ranking, that is, a scoring system. The
higher the score, the higher the weight, and the higher the ranking of the relative things. The experimental results of this
paper show that in 2013, the number of college graduates in China reached 6.09 million, but the number of employed people
was only 4.67 million, an increase of 120,000 over the same period. By 2020, the number of college graduates in China has
reached 7.27 million, and the number of employed people has been 5.78 million. However, the number of employed persons
is always lower than the number of graduates, indicating that employment is difficult. Under this situation, many college
graduates choose to start their own businesses, but the success rate of entrepreneurship is also very low, only about 3%. This
shows that the IEA of college graduates is not high, so it is necessary to improve the IEA and conduct self-evaluation.

1. Introduction

Entrepreneurial ability is a very complex concept, and self-
efficacy or self-evaluation methods for measuring ability are
commonly used methods in existing research on strategic
management, psychology, and entrepreneurial ability. The
so-called self-efficacy refers to the individual’s ability to
complete many different tasks in the process of entrepre-
neurship and whether these activities can be completed
normally. The ability of self-evaluation entrepreneurs refers
to the ability of entrepreneurs who complete specific en-
trepreneurial actions through self-evaluation. Sorting is the
process of rearranging an unordered batch of records (data)
into a key-ordered sequence of records.

Entrepreneurial activity provides an important impetus
for sustainable economic development. In today’s era, in-
novation economy has become an important economic

form. The era of knowledge economy is the era of high-tech
revolution. The background of this era is that college stu-
dents provide a broad development space for their own
businesses. Cultivating entrepreneurial spirit can not only
promote the growth of college students themselves, but also
make great contributions to the development of society and
the prosperity and development of the country.

The innovations of this paper are as follows: (1) This
paper introduces the optimal weight model and the theo-
retical knowledge of IEACU and uses the optimal weight
model to analyze how the optimal weight model plays a role
in the evaluation of innovation and entrepreneurship ability
of colleges and universities (IEACU). (2) This paper ex-
pounds the optimal weight model and BP neural network.
Through experiments, it is found that BP neural network can
effectively analyze the ranking and refinement method of the
evaluation of IEACU.
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2. Related Work

With the increasing number of college graduates in recent
years, more and more people choose to start their own
businesses. Bhagavatula et al. believe that the latter have a
higher level of entrepreneurship, but do not give a corre-
sponding basis [1]. Yan found that preschool education is the
core content of the education and teaching system and that art
is an indispensable professional course. Higher vocational art
teachers should pay attention to the improvement of students’
personal accomplishment from the perspective of modern
innovation and entrepreneurship education. The goal is to
cultivate high-quality, innovative, and entrepreneurial talents.
Yan realizes that education can improve students’ personal
ability, thereby improving the ability of innovation and en-
trepreneurship, but he did not introduce how to optimize
teaching [2]. Landqvist and Lind highlight how newly formed
technology-based startups can become part of the business
environment. In more detail, their aim is to analyze how
startups are adapting to the times through their network be-
havior in business networks. To address this phenomenon, they
propose an industrial network approach based on industrial
markets that separates development, production, and usage
environments. The final results indicate that the resources of
startups need to be combined with those in the three business
network settings. Their purpose is to improve the competi-
tiveness of startups, but they do not specify how to improve
competitiveness [3]. Conrad proposed that startups should
start from the perspective of consumers and from the per-
spective of protecting ecology, but there are no specific
measures [4]. Wang et al. found that the measured data fusion
process is an effective way to improve the accuracy of data
processing. They first introduce fusion weights and then study
optimal weight and parameter estimation using multiple
structures and different accuracies. For the linear regression
model, it is theoretically proved that the optimal weight is only
related to the data measurement accuracy, which is consistent
with the classical Gauss—Markov theorem. For the nonlinear
regression model, they theoretically analyze the calculation
method of the optimal weight and then give the optimal weight
algorithm and parameter estimation for actual data. They
emphasize the relationship between optimal weights and pa-
rameter estimation but do not introduce the specific rela-
tionship between them [5]. Isik and Inalli found that due to
population growth, limited energy resources, and increasing
demand for energy, people have to pay attention to energy
issues and the prediction of data is of great significance in the
design of thermal energy systems [6]. Alanis and Alma in-
troduced the results of using the recurrent neural network
training algorithm based on extended Kalman filter and its
application in electricity price forecasting. In addition, it has
stability including the use of well-known methods for artificial
neural networks trained using extended Kalman filter based
algorithms. Finally, the applicability of the proposed fore-
casting scheme is demonstrated by forecasting using European
power system data. Although they mentioned the prediction
scheme, they did not prove that this prediction scheme is really
applicable [7]. Lucas et al. reviewed deep learning techniques
that address such problems in imaging and provided some
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insights into how these deep learning tools solve the problem,
but they did not elaborate on their views [8].

3. Optimal Weight Model Based on
Neural Network

3.1. Employment of College Graduates. Students stepping
into entrepreneurship can reduce the number of employed
graduates. Moreover, college students can use their
knowledge and technology, cultivated practical ability, and
innovative thinking to create new jobs and opportunities, so
as to seek development for themselves, contribute to society,
and provide employment opportunities for others [9]. Now,
the cultivation of entrepreneurial talents provides new job
opportunities and employment models and relieves the
employment pressure of college students. The number of
college graduates and the number of employed persons from
2013 to 2020 are shown in Tables 1 and 2.

As shown in Tables 1 and 2, since 2013, the number of
college graduates entering the labor market in China has
exceeded 6 million. In particular, the total number of college
graduates in China has reached 7.27 million in 2020, an
increase of 280,000 compared with the same period in 2018,
breaking a record high [10]. However, the jobs provided by
economic development are far from meeting the needs of
social employment, and employment contradictions are
becoming increasingly prominent. The evaluation process of
IEA is shown in Figure 1.

As shown in Figure 1, the fuzzy comprehensive evalu-
ation method can better deal with some vague and difficult-
to-quantify matters. The key to this method is the deter-
mination of the weight vector. At present, most methods
are inevitably affected by human subjective factors or have
high computational complexity in the process of weight
determination, being prone to weighting results that are
inconsistent with reality. The neural network method re-
produces the relevant information through the calculation of
the correlation coefficient formula, so as to obtain the weight
of the relevant evaluation index. At present, the use of the BP
neural network method to determine the weight is widely
studied [11]. This method neither simply pursues advanced
mathematics nor pays one-sided attention to behavior, logic,
and reasoning, but it organically combines qualitative and
quantitative methods.

3.2. The Basic Algorithm of Artificial Neural Network.
Artificial neural network is a research hotspot in the field of
artificial intelligence since the 1980s. It abstracts the human
brain neuron network from the perspective of information
processing, establishes a simple model, and forms different
networks according to different connection methods. The
artificial neural network can combine the experience and
objective judgment of experts and scholars, greatly reduce
the possibility of subjective errors in the evaluation process,
and reflect the dynamic change process of evaluation in-
dicators in the comprehensive evaluation method. There-
fore, the introduction of the neural network method to
determine the weight is a feasible solution to the weight
problem [12].
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TaBLE 1: The number of college graduates and employed persons from 2013 to 2016.

Number of graduates

Employed population Increase in the

years same period

(10,000 people) (10,000 people) (10,000 people)
2013 609 467 12
2014 630 471 21
2015 658 490 28
2016 670 509 12

TaBLE 2: The number of college graduates and employed persons from 2017 to 2020.

cars Number of graduates Employed population Il;z:izse elrriotge
Y (10,000 people) (10,000 people) P

(10,000 people)
2017 682 513 12
2018 699 532 17
2019 718 570 11
2020 727 578 9
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FIGURE 1: IEA evaluation process.

3.2.1. Basic Principle of Fuzzy Comprehensive Evaluation
Method. Fuzzy comprehensive evaluation method has the
characteristics of clear results and strong systematicness,
which enable it to better solve fuzzy and difficult-to-quantify
problems, and is suitable for solving various nondeter-
ministic problems. Fuzzy comprehensive evaluation method
is a way to comprehensively evaluate the evaluation object by
giving evaluation index and measurement value, and then
fuzzy processing the evaluation index and measurement
value, and then fuzzy processing the evaluation index and
measured value, so as to comprehensively evaluate the
evaluation object. The evaluation index is U = {uy,u,,

..»u,}, and the evaluation level is the comment set
V ={v;,¥5...,v,}. According to the fuzzy relationship
between the evaluation index universe U and the comment
set universe V, the comment set matrix is constructed as
follows:

i=1,2,... (1)

R =(ri>Tips- - »Tiy) sm, j=1,2,...,m

Among them, r;; is the importance of factor u; relative to
vj, which is the degree of membership r;; of u; in the
comment grade v;. Finally, the obtained judgment matrix
and the weight of the evaluation index are subjected to
operation and fuzzy processing to obtain the final evaluation
result [13]. The fuzzy subset on the whole field of evaluation

indicators is as follows:

W,

wm
.o +— (0<sw; <1
” u2+ +u (0<w,;<1),

m

(2)

where w,, is the membership degree of u,, relative to the
fuzzy subset W, and the fuzzy subset of comments on the
universe V is set as follows:



h+@+...+b—”(0$bjsl), (3)
Vi W» Vi

B=

where b; is the degree of membership of I relative to v, and B
is the comprehensive evaluation result. To sum up, if W and
R are known, the comprehensive evaluation result B can be
obtained from B =W % R. Among them, * can perform
fuzzy matrix product operation according to the actual
situation.

However, when determining the relative weights among
the factors at each level, if it is only a qualitative result, it is
often difficult for others to accept. Therefore, some scholars
put forward the consistent matrix method to solve this
problem. The consistent matrix method mainly has two
constraints. The purpose of constructing the judgment
matrix is to reflect the importance of all factors in this layer
relative to a factor in the previous layer [14]. On the basis of
considering the construction of a completely consistent
fuzzy judgment matrix, the consistency of the fuzzy judg-
ment matrix is adjusted by establishing and analyzing the
harmonic matrix of the fuzzy judgment matrix, so that the
adjusted judgment matrix has a satisfactory consistency and
can best reflect the wishes of decision makers.

3.2.2. Total Sorting Weight Vector. In order to obtain the
elements of a certain layer in the hierarchical structure and
their mutual influence with the upper layer elements, it is
necessary to use the results of the single ordering of all levels
of the layer to calculate the combined weight of the elements
of the layer. This process is called the total ordering of the
layer. Hierarchical total sorting is an extension of hierar-
chical single sorting. The total ranking structure of the
construction hierarchy is shown in Figure 2.

As shown in Figure 2, there are m elements
A A,, ..., Ay in the A layer, and the n elements in the B
layer sort the hierarchy of the upper layer factor A; as
bijbyj -5 by

Assuming that the B layer elements B, B,,...,By are
paired with A}, A,, ..., A, in the upper layer and the single-
ranking consistency index of the layer is CI;, the random
consistency index is RI;, and then the consistency ratio is as
follows:

CR =a,CI; +a,CI, + ... +4,CL,. (4)

When CR p0.1, the consistency check is passed. Oth-
erwise, it needs to continue to be adjusted until the con-
sistency check is satisfied, and the final decision is made.

3.2.3. RBF Neural Network. The BP algorithm is an error
backpropagation algorithm. Through continuous forward
and reverse feedback training, a trained network is obtained
to evaluate the evaluation samples [15]. The specific
implementation steps are as follows: the weight coefficient
W ;; of the network needs to be obtained in a recursive way. If
there are n units in each layer, weight coefficient is an
important concept in the evaluation of measurement ad-
justment accuracy. That is to say, in the parameter
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FIGURE 2: Building a hierarchical total sorting structure.

adjustment, the inverse matrix of the normal equation co-
efficient matrix is the weight inverse matrix of the parameter
adjustment value, as follows:

Ao,

n+1

i=12,...,m j=12,...,n (5)

For the i-th neuron of the k-th layer, there should be n
weight coefficients W,;, and another A¥.! is used to de-
termine the threshold value to judge whether the network
output results meet the expected output [16]. BP neural
network has made good progress in the research of index
weight determination. However, on its own, it still has
disadvantages such as slow convergence speed of training
and being easy to fall into the minimum value. There are
many improved BP algorithms, and there are two main
methods [17]. BP algorithm is widely used, but it has many
defects. Many scholars at home and abroad have proposed
various improvement methods for the problem of BP al-
gorithm. The main improvement methods are divided into
two categories: one is heuristic improvement, such as ad-
ditional momentum method and adaptive learning rate; the
other is improvement combined with new theories. These
methods improve the convergence speed of the network to
different degrees and avoid the local minimum problem.

In theory, RBF neural network can play the same role as
the improved algorithm of BP neural network. Therefore,
this paper uses the RBF neural network method to optimize
and adjust the weights [18]. The algorithm design of the RBF
network mainly includes two aspects; one is the structural
design; that is, the number of neurons in the hidden layer is
determined [19].

K-means clustering algorithm, also known as K-means,
can be regarded as the most famous, widely used, and basic
clustering algorithm. Based on the K-means clustering al-
gorithm, the data center of the basis function is calculated as
follows:

1) = { t;(n) + n[Ac(n) —t;(n)],i = i(Ag), ©

t; (n),
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Determining whether all training samples have been
completed until the distribution of the basis function center
does not change. If it matches, the algorithm ends; otherwise,
n is incremented by 1, and n =#n+ 1 continues to be exe-
cuted until it matches.

We use the least squares method to calculate the weight
formula as follows:

s
w;; = exp(dZ—Ak - ti>. (7)
max

This section mainly introduces the basic theory and
method steps of the fuzzy comprehensive evaluation
method and analyzes the shortcomings of the traditional
fuzzy comprehensive evaluation in determining the weight.
In addition, by introducing the theoretical knowledge,
learning methods, and specific learning algorithm steps of
BP neural network and RBF neural network, it is concluded
that the neural network method can effectively improve the
weight problem in the fuzzy comprehensive evaluation
method [20].

3.3. Construction of FSE Rating Model Based on RBF Network.
Since this paper aims to establish an FSE rating model
based on RBF neural network, the number of nodes in the
input layer and the number of nodes in the hidden layer of
the network structure need to be determined according to
the sample data (rating index data) of the candidate
transaction, and the number of nodes in the output layer is
set to 1 [21]. The FSE rating model takes the index
quantitative data of the rated transaction as the input of the
neural network, and the final rating result as the output of
the network. The three-layer structure system of RBF
neural network and the process steps of fuzzy compre-
hensive evaluation method are effectively combined by
means of neural network training. The network structure of
the RBF neural network is shown in Figure 3.

As shown in Figure 3, RBF is a three-layer forward
network with a single hidden layer. The input layer plays the
role of transmitting data information in the whole network.
The hidden layer can process the data input by the input layer
and feed back the processed information to the output layer.
The output layer is the linear weighted output of the input
data information of the input layer. The RBF network has a
good ability to approximate arbitrary nonlinear functions and
express the inherent hard-to-analyze regularity of the system,
and it has a very fast learning convergence speed. Based on the
above advantages of radial basis function network, we apply it
to the simulation of nonlinear functions.

Due to the particularity of the normalized network itself,
the number of nodes in the hidden layer of the network is
equal to the number of samples, which are the data centers of
the underlying functions. Therefore, the normalized network
parameter design can only be done by determining the
expansion constants and the weights of the output nodes. To
find the approximation function F(A), one of the basic
contents of function approximation mainly refers to the
approximate representation of functions; it is usually
achieved by minimizing the objective function as follows:

5
hidden
layer
FiGure 3: Network structure of RBF neural network.
nE(F) =13 [0 F ()T + LaDF
min E ( )—EPZ:;[ - F( )] +5)LDF. (8)

[d? — F(A)"]? in the formula is the mean square error;
in order to find the optimal approximation function, the
mean square error should be minimized. A is the regulari-
zation parameter. When the smoothness is too low, F(A)
usually has a larger DF value as follows:

P
F(4) = ) w,G(A AP), ©)
p=1

where G (A, AP) is the Green function and G is called the
Green matrix. When this type of Green function is a
Gaussian (Gauss) function, one has the following formula:

G(A, AP) = exp(—zle—Ap2>. (10)
o

First, when the number of input samples is P, that is, the
number of hidden layer nodes is P, the P -th neuron adopts
the G(A, Ap) transformation function, and they have the
same expansion constant g.

3.4. Evaluation Method of College Innovation Ability Based on
Principal Component BP Neural Network. The evaluation
method of college innovation ability based on principal
component BP neural network should not only fully
maintain many evaluation indicators, but also use the self-
learning and self-organizing functions of artificial neural
network to suppress the subjective role of people to a
minimum, making it fair and objective to determine the
evaluation results. Principal component analysis is used in
the evaluation of IEA, as shown in Figure 4.

As shown in Figure 4, principal component analysis
(PCA), a method of reducing multiple indicators and var-
iables to a few main indicators, is the most commonly used
method in multivariate analysis. The main idea of PCA is as
follows: through transformation, the cube is represented by
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FIGURE 4: Principal component analysis is applied to the evaluation of IEA.

effective feature components to maintain the main infor-
mation of the original data, while achieving the best dis-
persion purpose. This method is called feature extraction.
When only the first effective principal component is
extracted, PCA is also called maximum linear principal
component analysis. Based on the powerful multi-index
simplification ability, PCA has a wide range of applications
in current image processing, information compression,
pattern recognition, data mining, and other fields. Principal
component analysis (PCA) is the most commonly used
linear dimensionality reduction method. Its goal is to map
high-dimensional data into a low-dimensional space
through some kind of linear projection and expect the most
informative data in the projected dimension.

Assuming that there are n object samples and each
sample has p variables, a data matrix of order #n x p is formed
as follows:

an an ap
A=|ay ay ay|. (11)

Au1 Gy anp

When P is large, it is more troublesome to investigate the
problem in dimensional space. The processing steps of principal
component analysis are mainly as follows: a single sample is
(a;; — a;), and the entire sample space is expressed as follows:

au=7(a""_aj) . (12)
] V(a; - a;)’1m

The correlation coefficient matrix of the sample matrix is
calculated as follows:

i T2 Tip
R=|1y 1 1y | (13)
Tpr Tp2 Tpp

Among them, r,, and a;; are the original variables, and
the correlation coeflicient with a; is as follows:

rij = kz (ari - ai)(aki - aj)' (14)
=

We calculate the contribution rate of the principal
component and the cumulative contribution rate as follows:

N (i=1,2,...,p) (15)
Z£:1Ak> 3Ly oo .
The cumulative contribution rate is as follows:
iA
%(izl,z,...,p). (16)
Zk:l Ak

Generally, the m-th principal component corresponding
to the eigenvalue A;,1,,...,1,, whose cumulative contri-
bution rate reaches 85%-95% is taken.

The principle and general method of principal compo-
nent processing are introduced above. Through the above
analysis, it can be seen that the principal component al-
gorithm completely adopts the method of mathematical
derivation, the thinking is tight, and the level is clear. At the
same time, with the help of the rapid development of
modern computer technology, the difficulty of matrix so-
lution is effectively reduced, and it has a wide range of
applications in multi-index dimensionality reduction.
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Since the BP neural network is built on the basis of
training a large amount of data to establish a network, in
order to ensure correct and effective results, it must have a
large amount of data. The typical excitation functions mainly
include the following, as shown in Figure 5.

As shown in Figure 5, S-curves mostly exist in clas-
sification evaluation models and logistic regression
models, which belong to the category of multivariate
analysis and are commonly used in statistical empirical
analysis in sociology, biostatistics, clinical medicine,
quantitative psychology, and marketing. The typical ex-
citation function of BP network generally adopts the
sigmoid function as follows:

f(a) = (17)

N
(1+e %)

We calculate the input I' and output O! of the hidden
layer and output layer, respectively, as follows:

r=Yo"'w, (18)

o' = f(I'™). (19)

In this paper, we will maximize the advantages of neural
networks and principal component analysis, effectively
combining the two methods; first, we train the constructed
network through the main set of data, and finally we evaluate
other objects through the constructed network.

3.5. Sorting and Grouping Analysis Based on Clustering
Method. Cluster analysis is an important part of the re-
search and application of data mining, which can find
hidden data from a large amount of data to extract hidden
useful information, which is suitable for information,
management, decision support and control, etc. In the
latest research, it has been widely confirmed [22]. An
example of a hierarchical clustering diagram is shown in
Figure 6.

As shown in Figure 6, as the name implies, hierarchical
clustering is a layer-by-layer clustering, which can divide
large categories from top to bottom. This paper introduces
the clustering method, through which each high school is
divided into different groups. Since it involves one-di-
mensional data, the processing is relatively simple, the n x p
matrix is called the data matrix, and the data matrix Y is as
follows:

Yu Y2 Yip
Y=(Va Y Vo | (20)
ynl yn2 ynp

This paper avoids the general approach of ranking the
evaluation results directly and adopts a clustering-based
grouping method. This paper divides universities into dif-
ferent groups according to the different sizes of the results,
reducing the harm caused by absolute ranking and the
trouble caused by ranking.

3.6. Innovation and Entrepreneurship under the Macro
Guidance of the Government. As the government manages
the country’s social resources, government departments
must maximize the use of social resources and the influence
of administration to guide college students on how to carry
out entrepreneurial activities. Many developed countries
have formulated relevant laws and policies to promote the
entrepreneurial activities of college students. For example,
the US government has passed laws to strengthen entre-
preneurial education, and the UK government has imple-
mented the “Enterprise Establishment Program”. These
entrepreneurship policies issued by the government have
achieved remarkable results in the development of entre-
preneurship education, which has also become a template
for promoting college students’ entrepreneurship in China.
The entrepreneurship policy guarantee system for college
students is shown in Figure 7.

As shown in Figure 7, the policy for the initial stage
of entrepreneurial competence should focus on guiding
college students on how to start their own businesses.
College students lack the knowledge and experience of
entrepreneurs and need to learn and accumulate knowledge.
As the startup is gradually on the right track, the demand for
policies such as funds, loans, expert title evaluation, and
insurance continues to increase. Medium-term policies must
focus on practical support.

3.6.1. Enriching the Entrepreneurial System and Providing
Free Training Opportunities. The entrepreneurship educa-
tion system consists in improving the entrepreneurship
education system of the following four closely related links:
“theoretical learning-competition simu-
lation-entrepreneurial  nursery-entrepreneurial  base,”
which are the foundation of university entrepreneurship. In
the first stage, the government should point out that colleges
and universities should set up entrepreneurship courses, so
that college students can receive theoretical education on
entrepreneurship, and provide preferential policies for en-
trepreneurship training, so that college students can un-
derstand the entrepreneurial environment and other
knowledge. Through these targeted -entrepreneurship
training courses, college students can more intuitively un-
derstand the entrepreneurship environment and entrepre-
neurship-related policies and be familiar with various
entrepreneurship application procedures.

3.6.2. Accelerating the Promotion of Substantive Preferential
Policies and Increasing Publicity Efforts. Government de-
partments should relax the registration conditions for col-
lege students’ startup companies, simplify the company’s
registration process, and make it easier for college students
to complete a series of processes in the early stage of en-
trepreneurship. Because college students are not familiar
with the relevant registration procedures and processes, the
overly complicated process will make many college students
give up entrepreneurship, and discourage students’ enthu-
siasm for entrepreneurship.
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FIGURE 5: Typical excitation function: (a) linear function; (b) nonlinear function.
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FIGURE 6: Example of a hierarchical clustering diagram.

4. Experiment and Analysis of IEA Evaluation

4.1. Investigation and Analysis of the Characteristics of In-
novation and Entrepreneurship in Colleges and Universities.
Entrepreneurship education for college students is an im-
portant part of improving the comprehensive quality and
innovation ability of college students, and it is also a method
to promote the transformation of economic development
mode to knowledge-based and expand employment. Tables 3
and 4 show the entrepreneurial situation of colleges and
universities in various countries.

As shown in Tables 3 and 4, compared with other de-
veloped countries, China’s innovative education is relatively
lagging behind; the average proportion of college students’
entrepreneurship is less than 1%, and the success rate is also
very low, accounting for only 2% to 3%. Therefore, it is of
great theoretical importance to improve the level of

N
, Mid-stage N
/ business \

Early stage of i \ late stage of
entrepreneurship | \ business
|
| |
) \
guide 1 College Students' / pull
\

Entrepreneurship

Figure 7: College students’ entrepreneurship policy guarantee
system.

TaBLE 3: Entrepreneurship in universities in countries A-D.

Entrepreneurship ratio (%) Success rate (%)

Country A 9.7 19
Country B 7.5 10
Country C 6.2 11
Country D 6.8 17

TaBLE 4: Entrepreneurship in E-G countries and Chinese
universities.

Entrepreneurship ratio (%) Success rate (%)

Country E 6.9 12
Country F 8.0 15
Country G 5.6 13
China 0.09 3
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FIGURE 8: Percentage of participation in entrepreneurial networking events.

education in order to improve the practical value of the level
of entrepreneurship education in Chinese universities.

Entrepreneurship exchange activities provide a platform
for college students to summarize entrepreneurial experi-
ence, exchange it, and discuss how to find employment and
start a business in the existing social environment. This
paper investigates and analyzes whether students participate
in entrepreneurial exchange activities, as shown in Figure 8.

As shown in Figure 8, the survey data shows that only 8%
of the students often participate in entrepreneurial exchange
activities, which shows that the organization of entrepre-
neurial exchange activities is not in place, and it cannot
become an important channel for students to exchange
entrepreneurial information.

Most of the students know about entrepreneurship ex-
change activities, but they seldom participate. Such activities
are not very attractive to college students. Some students are
not clear about entrepreneurship exchange activities, and
they say that companies do not carry out publicity activities.
Some schools do not even have entrepreneurship exchanges,
suggesting that there is a need to address educational
practices that improve entrepreneurship as an issue in higher
education institutions. The characteristics of successful
entrepreneurs are shown in Figure 9.

As shown in Figure 9, foreign scholars believe that the
reason why entrepreneurs succeed is some unique person-
alities and characteristics. They investigated the companies
that are currently developing rapidly and are in a rising
period and summed up some commonalities from the
founders of the companies. These commonalities are very
important for the development of enterprises, including
entrepreneurial tendencies caused by personal factors

(family background, educational level, etc.); adaptability,
such as interruption, ability to deal with risks, and ability
to find logical relationships; and resource acquisition, such
as insight, consciousness, and marketing methods and
techniques. In contrast, risk-taking, innovative activities,
aspirations and visions, leadership skills, and ability to
manage a team came second.

4.2. Countermeasures and Suggestions for Improving Students’
Entrepreneurial Ability.

(1) A link with the business community must be
established. College administrators should actively
establish cooperative relations with relevant en-
terprises to jointly open up a new path for stu-
dents’ entrepreneurship education. The most
obvious feature of entrepreneurship education is
its strong practicality. If entrepreneurship edu-
cation is limited to the theoretical level or the
campus, it will never bear fruit. The support of the
business community will give students practical
perceptual cognition and improve their entre-
preneurial practice ability.

(2) An entrepreneurship education research center
should be established. In order to provide a good
organizational foundation for promoting the con-
tinuous development of entrepreneurship education,
a research center for entrepreneurship education
theory and practice can be established to carry out
entrepreneurship education-related activities. For
example, universities independently set up
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FIGURE 9: Characteristics of successful entrepreneurs.

innovation and entrepreneurship education guid-
ance centers, which have achieved good results.

(3) The emphasis on entrepreneurship education for
small enterprises should be strengthened. Overseas,
entrepreneurship education for small- and medium-
sized enterprises has received special attention, and it
should also be used as a survey and reference in
China. Although the development of enterprises
cannot be accomplished overnight, with the accu-
mulation of funds and capabilities, enterprises will
also grow slowly. For college students who have just
stepped into the society, it is impossible to set up
large-scale enterprises immediately due to insuffi-
cient qualification certificates and funds. On the
other hand, the role of SMEs in economic devel-
opment is becoming more and more obvious.
Therefore, focusing on entrepreneurship education
in small- and medium-sized enterprises can not only
improve the employment situation of college stu-
dents, but also promote the economic development
of society.

5. Conclusion

In the context of the rapid development of modern society,
the requirements of major enterprises for talents are also
becoming higher and higher. People’s requirements for
talents are not limited to academic qualifications but also
include value personal accomplishment and so on. There-
fore, many college students start their own businesses as
soon as they graduate. Entrepreneurship alone is not as
simple as they thought, and the probability of successful
entrepreneurship is also very small. Therefore, it is very
important to improve the IEACU. Only by evaluating the
IEACU can they accurately understand their own position.

Therefore, based on the optimal weight model, this paper
proposes a ranking refinement method for the evaluation of
IEA in colleges and universities. This paper firstly gives a
clear explanation of IEA and shows its importance. The
method part shows that the optimal weight model combined
with the neural network is more conducive to the accurate
evaluation of IEA. In the experimental part, this paper
analyzes and investigates the number of graduates and the
employment situation of college students in recent years
and finds that the number of college students employed in
recent years is far lower than the number of graduates,
which shows that the employment rate is not high. Among
those who choose to innovate and start a business, there are
very few successful people, which shows that they do not
have strong entrepreneurial ability, which also proves that
they do not understand their own position. The experiment
finally puts forward some suggestions on how to improve
the ability of innovation and entrepreneurship, hoping to
provide some methods for college students’ innovation and
entrepreneurship.

Data Availability

The experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

The authors declare that there are no potential conflicts of
interest regarding the publication of this paper.

Authors’ Contributions

All authors have seen the manuscript and approved its
submission to the journal.



Discrete Dynamics in Nature and Society

References

(1]

(4]

(5]

(10]

(11]

(12]

(13]

(14]

(15]

(16]

S. Bhagavatula, R. Mudambi, and J. P. Murmann, “Man-
agement and organization review special issue ‘the innovation
and entrepreneurship ecosystem in India’,” Management and
Organization Review, vol. 13, no. 1, pp. 209-212, 2017.

Y. Yan, “Teaching research on higher vocational pre-school
education of professional art course based on innovation and
entrepreneurship education,” Creative Education, vol. 9, no. 5,
pp. 713-718, 2018.

M. Landqvist and F. Lind, “A start-up embedding in three
business network settings - a matter of resource combining,”
Industrial Marketing Management, vol. 80, no. JUL,
pp. 160-171, 2019.

M. Conrad, “Writing business plans for a life science startup
or clinical program,” Academic Entrepreneurship for Medical
and Health Scientists, vol. 1, no. 2, 2 pages, 2019.

J. Wang, Z. He, H. Zhou, and S. X. Li, “Optimal weight and
parameter estimation of multi-structure and uprecision data
fusion,” Chinese Journal of Electronics, vol. 26, no. 6,
pp. 1245-1253, 2017.

E. Isik and M. Inalli, “Artificial neural networks and adaptive
neuro-fuzzy inference systems approaches to forecast the
meteorological data for HVAC: the case of cities for Turkey,”
Energy, vol. 154, no. JUL.1, pp. 7-16, 2018.

A.Y. Alanis and Y. Alma, “Electricity prices forecasting using
artificial neural networks,” IEEE Latin America Transactions,
vol. 16, no. 1, pp. 105-111, 2018.

A. Lucas, M. Iliadis, R. Molina, and A. K. Katsaggelos, “Using
deep neural networks for inverse problems in imaging: be-
yond analytical methods,” IEEE Signal Processing Magazine,
vol. 35, no. 1, pp. 20-36, 2018.

Z. G. Gao, D. S. Kong, and P. Lv, “Research on the con-
struction of college students’ entrepreneurship-driven em-
ployment mechanism in colleges and universities,” Ideological
and Political Education Research, vol. 35, no. 2, pp. 104-106,
2019.

Y. Y. Yang and X. B. Cai, “Entrepreneurship in the new era
leads to full release of employment vitality,” Review of
Economy and Management, vol. 37, no. 2, pp. 64-71, 2021.
X.-M. Zhang and Q.-L. Han, “State estimation for static neural
networks with time-varying delays based on an improved
reciprocally convex inequality,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 29, no. 4, pp. 1376-1381,
2018.

P. Yin, S. Zhang, J. Lyu, and S. Y. J. Osher, “BinaryRelax: a
relaxation approach for training deep neural networks with
quantized weights,” SIAM Journal on Imaging Sciences,
vol. 11, no. 4, pp. 2205-2223, 2018.

L.-F. Wang, H. Wu, D.-Y. Liu, and D. Y.-M. Boutat, “Lur’e
Postnikov Lyapunov functional technique to global Mittag-
Leffler stability of fractional-order neural networks with
piecewise constant argument,” Neurocomputing, vol. 302,
no. AUG.9, pp. 23-32, 2018.

Y. Hou, Z. Li, P. Wang, and W. Li, “Skeleton optical spectra-
based action recognition using convolutional neural net-
works,” IEEE Transactions on Circuits and Systems for Video
Technology, vol. 28, no. 3, pp. 807-811, 2018.

S. Mei, A. Montanari, and P.-M. Nguyen, “A mean field view
of the landscape of two-layer neural networks,” Proceedings of
the National Academy of Sciences, vol. 115, no. 33,
pp. E7665-E7671, 2018.

Y.-G. Jiang, Z. Wu, J. Wang, and X. S.-F. Xue, “Exploiting
feature and class relationships in video categorization with

(17]

(18]

(19]

[20]

(21]

(22]

11

regularized deep neural networks,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 40, no. 2,
pp. 352-364, 2018.

K. Bayram, A. Abdullah, and A. K. Meera, “Identifying the
optimal level of gold as a reserve asset using Black-Litterman
model,” International Journal of Islamic and Middle Eastern
Finance and Management, vol. 11, no. 3, pp. 334-356, 2018.
E. Fitzgerald, U. K6rner, and B. Landfeldt, “An analytic model
for throughput optimal distributed coordination function
(TO-DCF),” Telecommunication Systems, vol. 66, no. 2,
pp. 197-215, 2017.

H. Ping, L. Ding, and T. Hadzibeganovic, “Individual-based
optimal weight adaptation for heterogeneous epidemic
spreading networks,” Communications in Nonlinear Science
and Numerical Simulation, vol. 63, no. Oct, pp. 339-355, 2018.
X. Jiang, A. E. Nelson, R. J. Cleveland, and
D.P.T.A.L.C.L.F.S. R. M. R. Beavers, “Precision medicine
approach to develop and internally validate optimal exercise
and weight-loss treatments for overweight and obese adults
with knee osteoarthritis: data from a single-center random-
ized trial,” Arthritis Care & Research, vol. 73, no. 5,
pp. 693701, 2021.

J. Segal, “How to start a securities business after a banking
crisis,” Institutional investor, vol. 42, no. 10, pp. 18-19, 2017.
G. Ghorai, “Characterization of regular bipolar fuzzy graphs,”
Afrika Matematika, vol. 32, no. 5-6, pp. 1043-1057, 2021.



