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Production system design has lots of restrictions and complex assumptions that cause di­culty in decision making. One of the
most important of them is the complexity of the relationship between man and machine. In this regard, operator learning is
recognized as an e�ective element in completing tasks in the production system. In this research, a mathematical model for
scheduling the parallel machines in terms of job degradation and operator learning is presented. As one of the most important
assumptions, the sequence-dependent setup time is of concern. In other words, jobs are processed sequentially, and there is a
sequence-dependent setup time. Moreover, the processing time and delivery due date are considered uncertain, and a fuzzy
conversion method is used to deal with this uncertainty. �e proposed mathematical model is a multiobjective one and tries to
minimize speed and completion time. In order to optimize this mathematical model, the genetic algorithm (GA) and variable
neighborhood search (VNS) algorithms have been used. A new hybrid algorithm has also been developed for this problem. �e
results show that the hybrid algorithm can provide more substantial results than classical algorithms. Moreover, it is revealed that
a large percentage of Pareto solutions in the proposed algorithm have a generation time of more than 80% of the algorithm’s
execution time.

1. Introduction

�e parallel machine scheduling problem is very important
because this category of issues is considered not only in the
production environment but also in information systems,
i.e., computation of distribution and parallel processing of
information. In real problems, the main problem is the
uncertainty of the parameters a�ecting the problem. Pa-
rameters such as processing times and delivery times are
generally inde�nite, and fuzzy numbers can be used to
indicate this uncertainty. However, in the workplace, other

factors a�ect the condition of the problem and its basic
parameters [1]. Too often, raw materials waiting in line for
processing and production deteriorate over time, which can
even result in the complete loss of that raw material. Such an
e�ect is called the “decay e�ect.” On the production line, on
the other hand, workers with production equipment per-
form operations that increase their ability and skill over time
and with time can speed up the production process. Such an
e�ect is called a “learning e�ect.” But another parameter that
a�ects the time of completion of jobs in a production system is
the setup time of the device depending on the sequence [2].
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$is type of setup time can depend on different conditions,
one of which is the setup time depending on the sequence. It is
also clear that in a workshop environment, devices can be
heterogeneous, that is, not of the same type (for example, with
different brands) and that such a difference between devices
leads to differences in their processing speeds [3].

Nowadays, due to the competitive market conditions,
organizations must seek to increase the efficiency and
optimization of their production operations in order to
survive. For this reason, they should consider different
factors in order to optimize their schedule and respond to
customer requests in a timely manner. $is situation
encourages companies to move from separate planning
processes to integrated planning. $ey can respond
quickly to change and deliver higher quality products and
lower production costs using integrated scheduling sys-
tems [4, 5].

$e scheduling of parallel machine problems in a
definite environment without considering the effects of
degradation and learning has been considered by many
researchers, including the articles of Unlu and Mason [1],
Bozorgirad and Logendran [2], Tirkolaee et al. [3], and
Chobar et al. [4] . Considering the effect of deterioration,
several articles have been published. Ji and Cheng [6] and
Liu et al. [7] investigated the scheduling of parallel ma-
chines with the aim of minimizing the sum of the com-
pletion times and in the case where the degradation follows
the linear function. Mazdeh et al. [8] examined the
scheduling of parallel machines with the aim of mini-
mizing the sum of delays as well as the cost of machine
degradation. Ruiz-Torres et al. [9] investigated this
problem in a situation where the rate of decline is a
function of the sequence of jobs and solved it with the help
of SA. Moreover, Goli et al. [10] and Zhang and Luo [11] in
their research examined the problem of scheduling the
parallel machines in conditions where the effect of dete-
rioration is seen in the works, taking into account con-
ditions such as maintenance and rejection. Recently, Ding
et al. [12] solved the problem of parallel machines by
considering the effect of degradation using the exit chain
algorithm (ECA).

Considering the effect of learning alone on scheduling
problems, one can refer to the articles of Lee et al. [13] by
examining the problem of uniform parallel machine
scheduling; Goli et al. [14] considered both the effect of
learning and the delivery time of goods; Przybylski [15]
considered the effect of integral learning; Expósito-
Izquierdo et al. [16] noted the addition of sequence-de-
pendent setup times. Taking into account both the learning
effect and the effect of degradation in the deterministic
environment, Toksarı and Güner [17] investigated the
problem of identical parallel machine scheduling with the
aim of minimizing ET and nonlinear degradation coeffi-
cients and common delivery times.

Although much research has been conducted in the field
of parallel machine scheduling problems in the definite
environment, only a few limited articles have been published
so far in the context of parameter uncertainty. Without the
effects of learning and deterioration, Al-Khamis and

M’Hallah [18] have modeled and solved the basic problem
of job scheduling on parallel machines in two steps. Peng
and Liu [19] examined the basic parallel machine sched-
uling problem in terms of fuzzy processing times. $ey
developed three methods for modeling potential problems:
EVP, CCP, and DCP in a fuzzy environment by defining a
new module called credibility. Finally, by presenting a
hybrid intelligent algorithm (hybrid genetic algorithm and
simulation annealing), they examined the results of the
models.

Considering the effect of learning and deterioration
without considering the time-dependent setup times, two
articles have recently been published in a fuzzy environment.
Rostami et al. [20] examined this problem for the first time.
By presenting important features for this problem, they
proposed a branch and boundary algorithm to solve the
problems. Aric and Toksarı [21] also investigated and solved
the same problem by considering the effects of deterioration
and learning in a fuzzy environment with the help of a local
search algorithm.

To the best of our knowledge, no research has been
carried out on parallel machine scheduling so far, con-
sidering the learning effect and the effect of work degra-
dation in a situation where processing times and delivery
times are fuzzy and setup times depend on the sequence in
question. Accordingly, the main contribution of this re-
search can be summarized as presenting a developed
mathematical model and a hybrid meta-heuristic algorithm
to find the optimal scheduling of parallel machines, con-
sidering job degradation and operator learning. In this
regard, NSGA-II and VNS algorithms are combined as a
new hybrid algorithm. In order words, the contribution can
be presented as follows:

(i) Optimizing the sequence-dependent parallel ma-
chine scheduling under uncertainty

(ii) Considering the operator learning effect in parallel
machine scheduling

(iii) Considering the role of work degradation in parallel
machine scheduling

(iv) Proposing a new hybrid algorithm based on NSGA-
II and VNS

In Section 2, while defining the problem, first, a mul-
tiobjective mixed-integer nonlinear programming
(MOMINLP) model is presented. Next, the proposed model
is then finalized with the help of validity criteria as well as
chance constraint planning (CCP). Section 3 includes the
development of hybrid meta-heuristic algorithms to solve
the problem in question on a large scale. Sections 4 and 5
show the computational results and discussion, respectively,
and finally, Section 5 contains the conclusions and future
studies.

2. Proposed Mathematical Model

2.1. Problem Definition. $ere are N jobs that are all
available in zero time, and failure is not allowed. In the
production workshop, there are M machines that have
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different processing speeds (Vj). Jobs must be processed on
one of these machines. Workers working with each machine
have different skills in gaining skills, which is indicated by a
learning factor βj, which is a negative number. Jobs also
decompose at different rates over time, denoted by a factor of
αi. To begin processing everything on eachmachine, we need
to spend setup time, which depends on the sequence of the
past (see research by [22–25]). Processing times and delivery
times are also fuzzy triangular numbers. $e goal is to
minimize the sum of early and late (ET) and make span at
the same time in accordance with the standard introduced
by Graham et al. [26].

In this regard, LE, D, and ST show the effect of training,
deterioration, and setup time depending on the previous
sequence, respectively. Since the Pm

����Cmax problem has been
proven to be NP-hard by Liao and Sheen [27], therefore, by
adding more difficult conditions to the problem, this
problem remains NP-hard.

2.2. Fuzzy Nonlinear Multiobjective Programming Model.
In this section, a fuzzy multiobjective mixed-integer
programming model is presented. First, it is assumed
that the sequence on each machine is divided into N
hypothetical priorities, which are denoted by r. $en, the
process of assigning jobs to these priorities is carried out
by the model. $e model searches for the solution space
to finally find the optimal solution. Table 1 summarizes
the parameters and decision variables of the proposed
model.

According to the parameters and decision variables
defined in Table 1, the proposed model is defined as follows:

MOMIP model:

Min 􏽥f1 � 􏽘
N

r�1
􏽘

M

j�1

􏽥Trj + 􏽘
N

r�1
􏽘

M

j�1

􏽥Erj, (1)

Min 􏽥f2 � 􏽥Cmax. (2)

Subject to

􏽥prj �
1

Vj

􏽘

N

i�1
xirj × 􏽥pi + αi ×(r − 1)􏼂 􏼃 × r

βj􏼐 􏼑􏽨 􏽩⎡⎣ ⎤⎦∀r, j, (3)

srj � bj 􏽘

r− 1

k�1

􏽥pkj, ∀r, j,

s1j � 0, ∀j,

⎧⎪⎪⎨

⎪⎪⎩
(4)

􏽥Crj � 􏽥Cr− 1, j + srj + 􏽥prj, ∀r, j,

􏽥C0j � 0, ∀j,

⎧⎨

⎩ (5)

􏽥Cmax ≥ 􏽥Cn.j ∀j, (6)

􏽥Trj ≥ 􏽥Cr,j × 􏽘
N

i�1
xirj

⎛⎝ ⎞⎠ − 􏽘
N

i�1

􏽥di × xirj􏼐 􏼑,

􏽥Erj ≥ 􏽘
N

i�1

􏽥di × xirj􏼐 􏼑 − 􏽥Cr,j × 􏽘
N

i�1
xirj

⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

􏽘

N

r�1
􏽘

M

j�1
􏽥xirj � 1 ∀i, (8)

􏽘

N

i�1
xi,r,j ≤ 1, ∀i,

xI,r+1 , j ≤ 􏽘
N

i�1
􏽥xirj, ∀i, r(r≠N), (I � 1, . . . , N), (I≠ i),

􏽥prj,
􏽥Crj,

􏽥Trj,
􏽥Erj,

􏽥Cmax ≥ 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

xirj ∈ 0, 1{ }. (10)

$e objective function (1) minimizes the sum of all late
and earliness and tardiness. $e second objective function in
(2) minimizes the maximum time to complete jobs. Con-
straint (3) is designed to calculate the actual amount of
processing time of jobs in each priority on each machine.
From this relationship, it is clear that by increasing the

Table 1: MOMINLP decision parameters and variables.

Indices
i Index of jobs 1, 2, . . . , N

k, r Index of priorities 1, 2, . . . , N

j Index of machines 1, 2, . . . , M

Parameters

N Total number of jobs
βj Learning effect coefficient of machine j

αi Work-related deterioration effect factors for job i

bj Speed rate of machine j setup time
􏽥pi Nominal processing time of job i
􏽥di Delivery due date of job i

Vj Speed rate of machine j

Variables

􏽥prj Actual processing time of job j in priority r on machine j
Srj Setup time of priority r on machine j
􏽥Crj Completion time of job j on priority r

􏽥Cmax Last job completion time (makespan)
􏽥Trj Delay of job in priority r on machine j
􏽥Erj Earliness of job in priority r on machine j

xirj Equal to 1 if job i is given priority r on machine j
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priority number, the amount of the deterioration effect on
each job increases, and the processing time increases.
Moreover, as the value of r increases, the learning effect will
play a role and reduce the processing time of the priority.
Constraint (4) for calculating the setup times depends on the
previous sequence on each machine. It is clear that with an
increase in r , the amount of setup time also increases on
each machine. Constraint (5) for calculating the completion
time of each priority of each machine is equal to the
completion time of the previous priority on the same ma-
chine plus the actual setup and processing times of that
priority. Constraint (6) is to convert the Max-Min objective
function to the simplified Min objective and calculate the
makespan. Constraint (7) shows the value of tardiness or
earliness for each job.

Constraint (8) implies that each job must be assigned to
only one priority of a machine. Constraint (9) is designed to
calculate the absence of more than one job in each priority of
each machine as well as the absence of idle time in the
machines. Finally, Constraint (10) defines the decision
variables.

2.3. Chance Constraint Programming Based on Credibility
3eory. Chance-constraint programming (CCP) is a process
for uncertain parameters within a problem while guaran-
teeing a specific performance. Uncertain parameters in a
mathematical model lead to questions regarding reliability
and risk, creating difficulties in determining the most likely
result. In stochastic optimization, expected or nominal
values are used for these uncertainties. At the same time,
there is some risk in making these stochastic optimization
decisions. However, CCP allows for certain unexpected
events that violate specific constraints as long as the overall
constraint satisfaction is maintained with a given level of
probability. In addition, in CCP, a system’s performance can
be optimized with uncertain constraints using the chance-
constraint optimization method by accounting for these
constraints and ensuring they satisfy some well-defined
reliability values [28, 29].

In this section, the model presented above becomes a
definite model with the tool of measuring credit and getting
help from CCP. In the following model, the concept of fuzzy
chance constraint programming [19] is used. $e difference
with probability is that instead of the odds function, the
validity value function of an uncertain event is used. A
noteworthy point in the following model is that in calcu-
lating ET, care must be taken that for jobs with delays in the
value of (􏽥Cr,j × 􏽐

N
i�1 xirj) − 􏽐

N
i�1(

􏽥di × xirj) and for jobs with
acceleration, the value 􏽐

N
i�1(

􏽥di × xirj) − (􏽥Cr,j × 􏽐
N
i�1 xirj) , so

the concept of a distance between two numbers is used here
to establish such conditions.

In the following model, two new variables f1 and f2 are
defined to model the problem using CCP, which are the
upper bound of the objective functions 1 and 2, respectively.
Also, instead of the two variables 􏽥Erj and 􏽥Trj, a new variable
called 􏽥E􏽥Trj is used, which is a combination of the two. $e
two parameters λ1 and λ2 are also the level of reliability of
the first and second objective functions.

Credibility-based CCP model:

Min f1, f2􏼐 􏼑. (11)

Subject to

Cr 􏽘
N

r�1
􏽘

M

j�1

􏽥E􏽥Trj ≤f1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
≥ λ1, (12)

Cr 􏽥Cn,j ≤f2 ∀j􏽮 􏽯≥ λ2, (13)

􏽥E􏽥Trj � d 􏽥Cr,j × 􏽘
N

i�1
xirj

⎛⎝ ⎞⎠, 􏽘
N

i�1

􏽥di × xirj􏼐 􏼑⎛⎝ ⎞⎠ ∀r, j. (14)

(3)–(5), (8), and (9) constraints

􏽥prj,
􏽥Crj,

􏽥Cmax ≥ 0 xirj ∈ 0, 1{ } . (15)

In this model, the objective function in (11) sequentially
minimizes the two objective functions under consideration,
Constraints (12) and (13). To define the odds limit in fuzzy
problems, with the help of the credit validation tool, the
validity value of the two objective functions is considered
higher than a predetermined confidence level and seeks to
find the minimum values of f i. $is is true in these rela-
tionships. In Constraint (14), the expression on the right
represents the distance between the two fuzzy numbers,
namely 􏽥di and 􏽥Cr,j, which ultimately creates a triangular
fuzzy number. It should be noted that in the above model,
the confidence levels are assumed to be greater than 0.5, i.e.,
λi > 0.5. $e ε-constraint method is then used to single-
purpose the proposed model by considering Objective 2 as
the main objective function of the problem and adding
Objective 1 to the constraints.

3. Developed Meta-Heuristic Algorithms

In this section, first, the steps of the NSGA-II algorithm
developed for the problem under this paper are described,
and next, the structure of the hybrid algorithm with the
neighborhood variable search algorithm (VNS) is presented.
$e implementation steps of the NSGA-II algorithm can be
described as follows:

3.1. Solution Representation. $e type of display of solutions
in this paper is considered as two-row and n-column ma-
trices, where n represents the total number of available jobs.
$e first line of the matrix indicates the machine number on
which each job (column number) is processed, and the
second row indicates the priority of processing each job on
that machine. For example, Figure 1 shows the actual
problem space and the chromosome display space for 5 jobs
and 2 parallel machines.

3.2. Fitness Function. In order to determine the value of each
of the generated chromosomes, it is necessary to create a
special fit function based on the Pareto rank and the swarm
distance. Once the value of fk

i has been calculated for each
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solution i (by the mathematical relations of the objective
functions presented in Section 3.3), then the congestion
distance of each of the solutions can also be calculated.

3.3.CrossoverOperator. In order to perform the intersection
operation, a single-point intersection operator has been
used. An example of a crossover operator is presented in
Figure 2.

3.4. Mutation Operator. To perform mutation on the
chromosomes, the number of columns Pmut ∗ n is first
randomly selected (although this value is rounded to the
nearest larger integer). $en, the value of the components of
the selected columns is randomly based on a uniform re-
lation, adopting an integer between 1 and the maximum
value of each row. In this algorithm, Pmut � 0.03 . An ex-
ample of the mutation operator is presented in Figure 3.

3.5. Feasibility of Chromosomes. In this structure, the con-
straints related to the sequence of the number of priorities in
each machine may be violated after jumping and crossing
operations. To solve this problem using the repair strategy,
unjustified solutions are corrected after each execution of the
intersection and jump operators. $e following steps are
taken to correct the solutions:

Step 1. For machine j, the amount of priority assigned
to the machine’s jobs is sorted in ascending order

Step 2.$e rank of each job in the ordered layout of step
1 is considered the new priority value
Step 3. $e above operation is performed on all ma-
chines to repair all the solutions

3.6. Stop Condition. One of the well-known conditions in
the literature is the condition of achieving the maximum
number of repetitions, which is also considered in this
article.

3.7. Hybrid VNS Algorithm. In this section, we will present
the features of the VNS algorithm in order to combine it with
the NSGA-II algorithm.$is compound can be classified as a
low-level and computational heuristic (LCH). In this
combination, after generating the solutions obtained from
the intersection operators, some of the chromosomes will be
affected by the VNS algorithm with two neighboring
structures (NSS) in order to find better solutions to extract a
better solution (close local optimization). In order to eval-
uate the results obtained from the VNS algorithm, an in-
novative approach based on the concept of one-way
resonance has been used. In this algorithm, two neighbor-
hood structures are proposed as follows:

$e first structure: random selection of two machines, a
random selection of a job on each machine, and
movement in working with each other
$e second structure: random selection of two ma-
chines, the random selection of a job on each machine,
shifting in working with each other, random reselection
of a job on each machine, and shifting in working with
each other

Moreover, to stop the number between 50 and 100
repetitions, it has been proposed as two options, which have
been selected as a better option in the parameter setting
section. On the other hand, due to the hybrid VNS and
NSGA-II algorithm, it is necessary to define other param-
eters, which is the start algorithm (VNS). In this study, the
VNS algorithm will be called for one-third of the total
NSGA-II iterations that expire. Step length of step means
that after starting the VNS algorithm, the VNS algorithm
will be run every three times. $e number of chromosomes
(VNSnumber), i.e., each time a VNS is performed, a per-
centage of the total number of offspring created will be used
for local improvement. $is parameter contains a numeric
value of 15% by setting the parameter.

4. Computational Results

In order to validate and achieve the efficiency of the
mathematical model and algorithm presented in the pre-
vious section, in this section, problems are randomly gen-
erated and solved by these methods to discuss the efficiency
of the proposed methods. As the data are the most important
aspect of implementing a mathematical model, it is neces-
sary to use the validated data from the literature. Accord-
ingly, to create random test problems, the method presented

Parent 1 1 2 1 1 2
1 1 3 2 2

Parent 2 2 1 1 2 2
1 1 2 2 3

Child 1 1 2 1 2 2
1 1 2 2 3

Child 2 2 1 1 1 2
1 1 2 3 2

Figure 2: An example of the crossover operator.

Before mutation 1 2 1 1 2
1 1 3 2 2

After mutation 1 2 2 1 2
1 1 3 2 2

Figure 3: An example of the mutation operator.

M2 Job2 Job5
M1 Job1 Job4 Job3

Number of machine 1 2 1 1 2
Priority 1 1 3 2 2

Figure 1: Illustration of solution representation.
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in the research of Rostami et al. [20] has been used.
Moreover, bj � U(0.1, 0.3) is selected. In this paper, the
confidence levels of the first and second objective functions
are considered 0.95 and 0.9, respectively.

$e mathematical programming model has been mod-
eled and solved by Gomez software. In the NSGA-II algo-
rithm, the number of iterations is assumed to be 200. $e
parameters of mutation rate, crossover rate, and population
size after setting the parameter are NP � 20, Pc � 0.9, and
Pm � 0.15, respectively. $e NSGA-II algorithm is encoded
by MATLAB software.

Here, two criteria are used to evaluate the solutions. $e
first criterion is the error rate of the Parthian points obtained
by the algorithm k from the optimal Pareto front obtained by
the other algorithm (GDk) . It should be noted that in these
relationships, only di is related to points that are defeated by
other points. In other words, di exists when the value of
minj (fi

1(x) − f
j
2(x)) + (fi

2(x) − f
j
2(x))􏽮 􏽯 is positive.

PFknown is the number of generated Pareto solutions. In
equations (16) and (17), index i corresponds to points
created by the algorithm k, and the j index corresponds to
points created by another algorithm.

GDk �

������

􏽐
n
i�1 d

2
i

􏽱

PFknown
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
, (16)

di � max 0, minj f
i
1(x) − f

j
2(x)􏼐 􏼑 + f

i
2(x) − f

j
2(x)􏼐 􏼑􏽮 􏽯􏽮 􏽯.

(17)

$e second criterion is the number of coverages. If we
show the Pareto front obtained from the mathematical
model with X and the Pareto front obtained with NSGA-II

with Y, then the criterion C (X, Y) indicates the number of
points at which the Y front is defeated by the X front.

Table 2 shows the results for comparing the mathe-
matical model and the NSGA-II for small-scale problems. In
this table, ONVG shows the number of members of the
optimal Parthian front created. C represents the number of
coverage points by each algorithm, and GD is calculated for
each algorithm from equation (16). $e results in Table 2
show the very high speed of NSGA-II compared to MINLP
in the production of the Pareto front. But on the other hand,
in this category of problems, according to the two criteria of
GD and the number of coverages, the mathematical pro-
gramming model provides a relatively better solution. $e
noteworthy point in this table is that for problems with three
machines, some Pareto points of the meta-heuristic algo-
rithm overcome some Pareto points of the mathematical
model (given the value of C), which indicates that the
nonlinear model in this category of problems has failed to
create a global Parthian front.

With the exception of the small size category, the rest of
the problems can only be achieved by a good Parthian front
with NSGA-II. $erefore, in order to evaluate the solutions
obtained by the meta-innovative method, it is necessary to
compare them with the solutions that are very close to
Parthian optimal solutions. In this paper, a suitable solu-
tion is obtained with the help of the NSGA-II algorithm
and with a large population size, which is called the best-
known solution (BKS). To obtain BKS, the number of
repetitions equals 1000, and the population size equals 100.
Moreover, the number of Pareto solutions is another im-
portant factor to compare the methods. In this regard,
ONVG is defined as the number of Pareto solutions. $is is
shown in Table 2.

To evaluate large test problems, the criteria of the
population number, solution times, number of Pareto
points created by the algorithm, spacing criterion, slaves
and mean of objective functions, GD criterion, and finally,
the average of generated response errors were used. $e
mean error rate measure actually calculates the GD ratio
relative to the mean point distance of the two objective
functions from the origin of the coordinates. $is criterion
is used because GD values are proportional to the values of
the objective functions. $erefore, if the value of the ob-
jective functions is a large number, then the value of GD
also increases in proportion to them, which by comparison
cannot be appropriate on its own. $e error value is cal-
culated as follows:

Table 2: Comparison of MINLP and NSGA-II results.

M n
MINLP NSGA-II

ONVG CPU time
(sec.)

Avg. running time
(sec.)

G
D

C (MINLP,
NSGA) ONVG CPU time

(sec.)
Avg. running
time (sec.) G D C (NSGA,

MINLP)

2
5 13 437 33.61 4.8 1 8 5.06 0.632 5.4 1
7 18 1038 129.75 2.1 5 8 5.54 0.692 4.5 0
9 13 2074 159.53 0 13 10 12.68 1.268 33.1 0

3 7 13 4001 307.76 9.3 3 11 7.43 0.675 14.2 2
9 15 6985 465.66 5.9 6 10 14.24 1.424 12.7 3

Table 3: Comparison of the quality of simple and hybrid mode
results.

Metrics
Basic NSGA-II Hybrid NSGA-II

and VNS
Mean SD Mean SD

Running time (sec) 112.85 53.19 634.76 22.74
ONVG metric 25.67 1.15 27.67 2.31
Spacing metric 0.00072 0.00006 0.00056 0.00008
Max (ET)-min (ET) 709.60 17.74 799.03 50.16
Max (C max)-min (C max) 96.54 6.73 109.54 3.49
Mean of ET 1099.58 9.73 1133.36 20.12
Mean of cmax 164.10 1.34 157.39 2.56
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Error �
GD

������������������������

(meanET)
2

+(meanCmax)
2

􏽱 . (18)

$e spacing criterion is also calculated by using equa-
tions (19) and (20), which indicates the order of the solutions
on the Pareto boundary. However, before calculating the
criterion, the values of the objective functions are linearly
normalized to take values between zero and one.

spacing �

����������������������

1
PFknown

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽘

PFknown| |

i�1
d − di􏼐 􏼑

2

􏽶
􏽴

, (19)

di � min f
i
1(x) − f

j
1(x)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 + f
i
2(x) − f

j
2(x)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓. (20)

In this analysis, all the criteria for the BKS obtained for it
are calculated. For this purpose, by considering the VNS
algorithm and executing the algorithm for 16 jobs and 4
machines, Table 3 compares the results with each other. As it
turns out, according to the claim, the scatter value of Pareto
responses in the one-way resonance approach is more re-
markable than the average.

On the other hand, in order to analyze the rate of
convergence, Figure 4 is proposed. In this Figure, the vertical
axis represents the time of birth of each of the Parthian final
solutions, and the horizontal axis represents the final Par-
thian solution number. As a result, the more the chart tends
to be 100%, the later it means that the final Pareto solutions
converge and stabilize later. As can be seen in Figure 2, a
large percentage of Pareto responses in each of the ap-
proaches have a birth time of more than 80% of the exe-
cution time of the algorithm, which means that there is no
early convergence in the proposed model.

5. Discussion

In recent years, a large number of multiobjective evolution
algorithms have been introduced. We can mention the
second version of the multiobjective genetic algorithm with
uncoordinated ranking among these algorithms. $eir

drawback is their computational complexity which is of the
degree mN where m is the number of targets and N is the
size of the population. Evolution will increase dramatically.

$e results presented in this research, and especially the
results in Figure 4, show that the development of the NSGA-
II algorithm and the presentation of a hybrid algorithm
based on it can increase the quality of Pareto solutions. $is
algorithm also has a great variety of solutions to help de-
cision makers choose the most appropriate one according to
their opinions.

6. Conclusion

In this paper, the scheduling of heterogeneous parallel
machines is investigated in a fuzzy environment in which the
effect of decay and learning effects and setup sequences
depend on past sequences that simultaneously affect pro-
cessing times. First, introductory definitions and a review of
the literature on the subject were given. $en, considering
the processing times and delivery times of works as fuzzy
triangular numbers, a hybrid mathematical model of non-
linear integers was presented.

In this problem, the two objective functions, namely, the
sum of the accelerations and the sum of the delays and the
maximum completion time, are minimized simultaneously.
$en, with the help of the validity measurement criterion,
whose features are very close to the probable concepts, and
with the help of the odds constraint programming method,
the multiobjective fuzzy model becomes a definite model
that can be coded. It has the solution software. Since the
proposed mathematical model does not have the ability to
solve large-scale problems at the time of logical solution, the
NSGA-II meta-heuristic method was used to solve large-
scale problems. Moreover, in order to increase the power of
the NSGA-II algorithm, the hybrid algorithm is presented in
the form of a multiobjective genetic algorithm based on the
concept of one-way resonance.

In order to evaluate the methods presented in this article,
first, problems were generated completely randomly in small
sizes and large sizes. For small problems that both methods
can solve logically, Pareto sets were created by two methods
and compared with each other. $e results showed that in
small-scale problems, the mathematical model provided
relatively better solutions than the NSGA-II, although in
some problems, the mathematical model performed worse
than the NSGA-II. By solving large-scale problems by
comparing the results between the simple and hybrid
NSGA-II modes, the results showed that the idea of a one-
way intensification approach plays a significant role in
obtaining the Pareto front solutions.

$is research has various management insights, the most
important of which can be mentioned in creating a holistic
view of the characteristics of a production system. Con-
sidering the effect of learning on the processing speed of jobs
is one of the issues that exist in almost all production
systems, and its study can lead to providing appropriate
solutions to improve the performance of the production
system. On the other hand, one of the most important
limitations of this research is the lack of access to data from
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Figure 4: Pareto optimal solutions for different algorithms.
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multiple companies for a comprehensive evaluation of the
proposed method. To develop this research, it is suggested
that the developed mathematical model be optimized with
new algorithms such as the multiobjective gray wolf
optimizer.
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