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�e multifactor approach helps determine the linear connection between a diversi�ed portfolio’s return and risk; however, the
e�cacy of the model models is still limited in the experiment. Algorithms in machine learning have recently grown in popularity
to compensate for some of the shortcomings of theoretical models. �is study applied a machine learning technique to compare
the performance of the Fama-French 5-factor model (FF5). Two approaches are employed in the Fama-French model: Long Short
Term Memory Recurrent Neural Network (LSTM-RNN) and Maximum Likelihood Estimation (MLE). From January 1, 2010,
through March 3, 2022, the stock market in Ho Chi Minh City was experimentally researched. �e rolling window approach is
used in combination with the Root Mean Square Error (RMSE), and the results of the FF5 model with the LSTM-RNN algorithm
are more e�cient in prediction error than the MLE methodology. �is contribution encourages investors and hedge fund
managers to use the LSTM-RNN algorithm to boost forecasting e�ciency.

1. Introduction

Sharpe [1] introduced the proposed capital asset pricing
model (CAPM) based on Markowitz’s portfolio diversi�-
cation theory. �e CAPM model measures the linear rela-
tionship between hazardous assets’ return and risk. �is
concept swiftly became one of the theoretical pillars of
modern �nance. Because of its simplicity, it is employed by
academia, investors, and investment management institu-
tions. CAPM provides a minimum rate of return for risky
investment projects for investors to reference. CAPM
measures the systematic risk of marketed �nancial instru-
ments such as stocks and bonds via beta coe�cients.
However, because CAPMmakes too many assumptions that
are di�cult to meet in practice, its reality has remained a
source of contention.

Years later, Banz [2] found the size e�ect in the US
market. Small enterprises, in particular, appear to have larger

returns than large �rms. �is �nding shows that the CAPM’s
explanation for the scale e�ect is faulty. Basu [3]’s subsequent
work produced similar results to Banz’s. Fama and French [4]
established the value-growth impact of equities in 1992. Value
equities (those with high B/M ratios) outperform growth
companies (those with low B/M ratios). Fama and French
proposed a three-factor model by adding two new compo-
nents while preserving the market factor (later called the 3-
factor Fama-French model). Because the 3-factor model
explains better than the CAPM patterns previously utilized,
Fama and French conducted research using thousands of
random stock certi�cates to test their pattern and discovered
that when the ratings and values are combined with the
amount of beta, the model can explain 89 percent pro�t in a
varied stock category. With the ability to explain 89 percent of
pro�ts compared to the overall market, the investor can
construct a portfolio in which they obtain a high-yield rate of
relativity in which they have built-in their investment.
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Continuing to develop the 3-factor model, Fama and
French [5] expanded the three-factor model by including
two elements linked to the company’s investment and profit.
From 7/1963 through 12/2013, Fama-French tested the 5-
factor model in the USmarket.�emodel explained roughly
71% to 94% of the volatility in the return series of diverse
portfolios. Compared to the 3-factor model, the 5-factor
model is more effective in explaining return volatility.

�e use of machine learning algorithms to exploit
complex correlations between variables is a recent trend.�e
initial wave of publications used neural networks to forecast
derivatives prices [6, 7]. Heaton et al. [8] created a deep
learning approach to portfolio selection using neural net-
works. Shrinkage and selection algorithms were developed
to estimate expected returns based on nonlinear connections
between variables [9, 10]. Gu et al. [11] offered numerous
machine learning algorithms for forecasting market returns,
including dimension reduction, boosted regression trees,
random forests, and neural networks.

�e rapid advancement of the information technology
industry, particularly the processing speed of computers, has
greatly aided deep learning algorithms. As a result, deep
learning algorithms are commonly used to tackle experi-
mental challenges. A recurrent neural network (RNN)
predicts future events using time-series data. However, some
issues linked to the vanishing gradient problem persist,
hurting the prediction model’s effectiveness. LSTM-RNN
was created to address this issue to address various diffi-
culties that traditional RNN could not [12–15].

Roondiwala et al. [12] examined the accuracy of stock
price projections under the LSTM-RNN when the NIFTY50
share price of the National Stock Exchange of India stock
was paired with Open data for the study of stock prices.
Consequently, the best results are obtained by combining the
four input variables. Furthermore, Zhuge et al. [13] pre-
dicted the opening share prices of individual equities. It is
concluded that the acquired results appear to be superior to
the standard RNN application. When used for time series
data processing, it is well known that LSTM-RNN has high
efficiency. However, depending on the model-building ap-
proach, it might be a means of an effective predictive model.
In other words, a good model contains both the underlying
theory and an algorithm that fully exploits the latent cor-
relations between variables. LSTM-RNN has also been ap-
plied successfully in demand forecasting and financial
market forecasting [14–16]. Siami-Namini et al. [17] show
that the LSTM-RNN model outperforms the ARIMA model
in time series forecasting. LSTM-RNN was utilized in the
Forex market rate prediction model by Yıldırım et al. [18].

In this work, this study proposed to combine the the-
oretical framework FF5 and the LSTM-RNN algorithm in
the model for predicting the series of returns of investment
portfolios. �e main contribution of the study consists of
two parts:

(i) Application of the LSTM-RNN algorithm in the
stock return forecasting model.

(ii) Build a pattern that includes financial theory and AI
algorithms.

2. Theoretical Foundation and
Empirical Evidence

2.1. Fama-French Five-Factor Model. Fama and French [19]
proposed a three-factor model frequently employed in ac-
ademic and experimental research. �e CAPM model ex-
plains less well than the 3-factor approach (the CAPMmodel
lacks explanations regarding the size premium and the value
premium). Some data suggest that the three-factor Fama-
French model is insufficient. Novy-Marx [20], for example,
shows that profitability is closely connected to average
returns. In addition to this issue, Titman et al. [21] and
Anderson and Garcia-Feijoo [22] discovered that invest-
ment growth is inversely connected with returns. Fama and
French [5] presented a 5-factor model that includes both
profit and investment factors to address these issues.

�e three-factor model augments CAPMwith additional
factors to capture the size and value premiums. �e time
series regression equation has the form:

rit − rft � αit + β1Mktt + β2SMBt + β3HML + εit. (1)

means:

(i) rit �Return on asset i at time t.
(ii) rft ��e risk-free rate at time t.
(iii) Mktt ��e excess return of the market portfolio at

time t.
(iv) SMBt � Scale offset (small-scale minus large scale).
(v) HMLt �Value premium (value stocks minus

growth stocks).
(vi) β1,2,3 �Regression coefficients.
(vii) εit �Random error.

�e five-factor model adds profitability and investment
factors to the three-factor model. �e regression equation
has the form:

rit − rft � αit + β1Mktt + β2SMBt + β3HMLt + β4RMWt

+ β5CMAt + εit.
(2)

Means:

(i) rit �Return on asset i at time t.
(ii) rft ��e risk-free rate at time t.
(iii) Mktt ��e excess return of the market portfolio at

time t.
(iv) SMBt � Scale offset (small-scale minus large scale).
(v) HMLt �Value premium (value stocks minus

growth stocks).
(vi) RMWt �Return factor (high-return portfolio mi-

nus low-return portfolio).
(vii) CMAt � Investment-related factor (small portfolio

minus high portfolio).
(viii) β1,2,3,4,5 �Regression coefficients.
(ix) εit �Random error.
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Some tests are based on the standard five-factor Fama-
French model. Cakici [23] investigated the stock market in
23 developed nations between 7/1992 and 12/2014. �e
study’s findings are as follows: the five-factor model is more
effective than the 3-factor model in North America, Europe,
and International markets, as most of the initial components
are present. In other cases, the HML factor is not statistically
significant. �e two newly added variables of the five-factor
model have no statistical significance or have a very low level
in the Japanese and Asia Pacific markets. Gruodis [24] in-
vestigated the Swedish stock market on 600 firms between
1991 and 2014. �e same result is that a 5-factor factor is
more effective than a 3-factor, and more than an HML factor
does not mean statistical. Zheng [25] studied the Australian
stock market from 2001 to 2012 and collected the results of
the most influential factor with the number of R2 � 0.7539.
Foye [26] tests the five-factor model utilizing a large sample
of 18 countries from three different regions; this is the first
work to examine the performance of the aforementioned
five-factor model. As a diverse set of emerging markets in
Eastern Europe and Latin America, the five-factor model
routinely beats the three-factor model. However, in Asia,
returns or investment premiums are not statistically
significant.

2.2. LSTM-RNN Algorithm. A recurrent neural network
(RNN) is a neural network.�e output ot at each node of the
RNN depends not only on the input xt at that node but also
on the output ot− 1 of the previous node in the network. �e
function can represent in (3)

ot � f Winputxt + Woutputot−1 + b􏼐 􏼑, (3)

where f is the cell’s activation function, xt, ot are the input
and output of the RNN at time t,Winput,Wouput is the matrix
of parameters to be searched for in the model, and b is the
bias vector of the model. One of the disadvantages of the
RNN model is that it does not solve problems related to
long-term memory well. �e long short-term memory
(LSTM) model introduced by Hochreiter and Schmidhuber
[27] is an enhanced/advanced version of RNN that over-
comes the inherent weakness of the RNN model.

In a typical architecture of an LSTM, the input of each
cell at time t and the input value xt have the state Ct− 1 and
the output value ot− 1 of the previous step. �e cell’s output
and the output value ot also have long-term information
carried in the cell stateCt.�is improves the RNNmodel and
helps LSTM learn more effectively when learning depends
on long-term memory.

Mathematically, the model uses the following functions:

ft � σ Wf · ot−1, xt􏼂 􏼃 + bf􏼐 􏼑. (4)

it � σ Wi · ot−1, xt􏼂 􏼃 + bi( 􏼁. (5)

􏽥Ct � tanh WC · ot−1, xt􏼂 􏼃 + bC( 􏼁. (6)

Ct � ft ∗Ct−1 + it ∗ 􏽥Ct. (7)

ot � σ Wo · ot−1, xt􏼂 􏼃 + bo( 􏼁. (8)

LSTM uses a forget gate to decide which input infor-
mation should be kept or ignored through the logistic
function sigmoid σ as shown in (4). �e number of infor-
mation ft calculated by this function will be used to calculate
the output ot, Ct in (7) and (8). In addition, the functions in
(5) and (6) say that new information should be combined
with the retained data to create the new state and update it to
the cell state Ct.

Recently, deep learning has been gaining more at-
tention in financial forecasting tasks. Ding and Qin [28]
implemented a convolution neural network (CNN) to
process events collected from news websites to predict the
S&P index. Chen et al. [29] deployed a recurrent neural
network to analyze news content posted on social media.
Ko and Chang [30] used LSTM-RNN to forecast stock
prices; input variables include opening price, closing
price, highest price, lowest price, volume, news, and
forum.

3. Methodology

Research data include all companies listed on the Ho Chi
Minh City Stock Exchange (HoSE) from January 2012 to
January 2022. We will exclude companies with a listing
period of less than one year and nonstock codes (such as
fund certificates and bonds). �e collected information
includes adjusted closing prices of stocks, VN-Index, and
a 1-year bond yield. Price data and VN-Index are collected
from the stock exchange, and bond yields are collected
from the website of the Ministry of Finance, which can be
accessed from the URL: https://vst.mof.gov.vn/
webcenter/portal/btc/r/m/trangchu?
_afrLoop�597429615077068.

We arrange the stocks alphabetically and divide them
into ten diversified portfolios. By the end of 2021, on
HoSE, there are 404 stocks, which will be classified into
ten lists, each of 40 stocks; the 10th list alone will have 44
stocks. �e return rate will be calculated with equal
weight on stocks. �e factors are built and calculated as
described in Fama and French [5]. Details are shown in
Table 1.

Consider the general linear regression model of the form
as

y � x
Tβ + ε. (9)

In which,

(i) x is the matrix of inputs
(ii) y is the output matrix
(iii) β is the matrix of regression coefficients
(iv) ε ∼ N(0, σ2) is the random error with the unknown

parameter.

Suppose a training set is obtained from a random sample
of k inputs xi ∈ Rn and yi ∈ R. �e likelihood function is
determined by
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p y|x, β, σ2􏼐 􏼑 � p y1, y2, . . . , yn|x1, x2,, . . . , xn, β, σ2􏼐 􏼑

� 􏽙
n

i�1
p yi|xi, β, σ2􏼐 􏼑 � 􏽙

n

i�1
N yi|x

T
i β, σ2􏼐 􏼑.

(10)

�e MLE method is to find βMLE to maximize the
likelihood function. �is can be done using gradient ascent
or gradient descent for the negative likelihood function.
However, we often use log-transformation to minimize the
log-likelihood function for the likelihood function.

Using log-likelihood for the normality assumption, we
have

log p yi|xi, β, σ2􏼐 􏼑 � −
1
2σ2

yi − x
T
i β􏼐 􏼑 + const. (11)

Ignoring the constant, we define a loose function as

L β, σ2􏼐 􏼑 �
1
2σ2

􏽘

n

i�1
yi − x

T
i β􏼐 􏼑

2
. (12)

Using the partial derivative method, we get the following
result as

βMLE � x
T
x􏼐 􏼑

− 1
x

T
y. (13)

�e processing process is carried out according to the
following steps as shown in Figure 1: (1) collecting and
cleaning data, (2) calculating variables and factors, (3) es-
timating parameters, and (4) compute errors.�e study used
two estimation methods.�e quantities areMLE and LSTM-
RNN.We use past data of 5 consecutive years (60 months) to
estimate the parameters, as shown in Figure 2. For the
LSTM-RNN algorithm, we use batch_size� 20, deep
network� 6, and layers� 6.

We chose the root mean square error (RMSE) evaluation
criteria to evaluate the error like in previous studies [17, 31].
�e root-mean-square error (RMSE) is a measure frequently
used for assessing the accuracy of prediction obtained by a
model. It measures the differences or residuals between
actual and predicted values. �e metric compares prediction
errors of different models for a particular data and not
between data sets. �e formula for computing RMSE is as
follows:

RMSE �

������������

􏽐
N
i�1 yi − 􏽢yi( 􏼁

2

N

􏽳

. (14)

where N is the total number of observations, yi is the
actual value, and 􏽢yi and is the predicted value. �e main
benefit of using RMSE is that it penalizes large errors. It also
scales the scores in the same units as the forecast values (i.e.,
per month for this study).

4. Results

4.1. Descriptive Statistics. �e factors are built from diver-
sified portfolios, according to Fama-French (2015). Specif-
ically, in June each year, stocks will be ranked by market
capitalization, B/M (Book to Market Ratio), profitability,
and investment. Combining sorting by size and B/M ratio
creates six similar for-profit and investment portfolios,
yielding 18. �en calculate the factors HML, SMB, RMW,
and CMA. �e Mkt factor will be represented by the market
index (VN-index), specifically the difference between the
VN-index return and the 1-year government bond yield.
Stocks traded on HoSE will be grouped into ten categories in
alphabetical order. �e descriptive statistics are summarized
in Table 2.

�ere are 147 observations, each with 1 month, from 1/
2010 to 3/2022. �e rate of return in various volatile
portfolios ranges from 0.176%/month to 0.694%/month.�e
portfolios p8 and p9 concentrate most of the codes related to
technology and real estate, so they have relatively higher
outstanding returns but are characterized by high supply risk
and standard deviations are 10,034 and 10,151. In the p3

Table 1: Variable description.

Variable name Description
Mkt Outstanding return on market portfolio
HML �e difference between returns on diversified portfolios of high and low B/M stocks
RMW �e difference between returns on diversified portfolios of high and weak profitability stocks
SMB Profit from a diversified portfolio of small stocks minus profit from a diversified portfolio of large stocks

CMA �e difference between returns on diversified portfolios of low and high investment companies’ stocks can be conservative
and aggressive.

P1, P2, . . ., P10 Returns of equal-weighted portfolios

Data
Collection 

Data Cleaning

Variables
Computation 

RNNMLE Forecasting

RMSE

Figure 1: Research process.
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category, the standard deviation is the highest compared to
the other portfolio, has a value of 11,919, and has the widest
range of values, from −55.68 to 28,591. In this portfolio, most
stocks related to imports and export are concentrated.
During the COVID-19 pandemic, most import-export
companies faced cross-border production and trade diffi-
culties. Opposite, stocks in the p2 portfolio were quite stable
because most were related to banks and financial institu-
tions. As a result, returns and standard deviations are low.

�e mean returns of the factors ranged from 0.133 to
0.315, with standard deviations from 5,913 to 12,604. �e
average return of the Mkt factor is 0.315, implying that the
market’s excess return (which is equal to return minus the
risk-free rate) is 0.315%/month. During this period, the
risk-free rate averaged 0.438, so the average market rate of
return was 0.744%/month or 8.928%/year. �e move-
ments of the factors and the risk-free rate are depicted in
Figure 3, which shows that the risk-free rate is almost
unchanged compared to the factors. Two periods of strong
market volatility were 2012–2013, when the government
implemented a tight monetary policy after the global

financial crisis, and 2019–2020 during the COVID-19
pandemic.

4.2. Correlation between Explanatory Variables.
Considering the correlation between independent variables
plays an important role in predictive modeling. �e high
correlation between the variables will increase the prediction
error. If this phenomenon is detected early, there will be
treatment methods to increase the model’s predictability.
Table 3 describes the correlation between the independent
variables.

Table 3 shows that the variables have a low correlation
(absolute value less than 0.7), in which all variables are
statistically significant with Mkt. �e market factor is pos-
itively correlated with the value factor and negatively cor-
related with the HML, RMW, and CMA factors. �e
negative relationship between Mkt and HML shows that
investors expect more in growth stocks when the market is
upbeat (bullish). Conversely, when the market is down,
investors prefer value stocks. �e positive relationship be-
tween Mkt and SMB shows that, when the market is

Full Time

Train (1-60)

Train (2-61)

Train (3-62)

Train Test

Test (61)

Test (62)

Test (63)

Figure 2: Rolling windows.

Table 2: Descriptive statistics.

Statistic N Mean St. Dev Min Q1 Q3 Max
Mkt 147 0.315 5.913 −28.853 −2.632 3.397 14.761
HML 147 0.237 12.604 −24.628 −7.184 7.004 40.792
SMB 147 0.49 10.639 −23.729 −6.1 6.798 28.775
RMW 147 0.133 11.157 −34.914 −6.977 6.173 44.486
CMA 147 0.188 11.865 −30.31 −8.56 8.29 32.898
rf 147 0.438 0.302 0.022 0.239 0.659 1.128
p1 147 0.183 6.907 −33.516 −2.933 4.47 17.337
p2 147 0.18 7.441 −33.03 −4.294 4.696 18.535
p3 147 0.284 11.919 −55.68 −6.756 6.735 28.591
p4 147 0.484 7.334 −33.039 −3.995 5.012 18.398
p5 147 0.22 8.771 −39.636 −4.467 5.291 24.025
p6 147 0.276 9.228 −41.607 −5.441 6.052 20.999
p7 147 0.58 9.657 −47.985 −4.207 5.683 25.935
p8 147 0.598 10.034 −43.716 −4.632 5.903 25.657
p9 147 0.694 10.151 −44.273 −5.004 6.706 25.957
p10 147 0.176 9.948 −44.007 −5.152 5.399 27.323
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growing, investors prefer small-cap stocks, which leads to a
corresponding increase in the value of SMB.

4.3. Forecast Results. �is study uses the rolling windows
method with a time series of 60 months to evaluate the
effectiveness of the two forecasting models. As a result, the
RMSE calculation is summarized in Table 4.

�e results of Table 4 show that the RMSE error in the
model using the LSTM-RNN algorithm is superior to that of

the regression model using the maximum likelihood method
with an average RMSE error of 1,952 2,591, respectively. �e
MLE method is most effective in category p7 with an RMSE
error of 2,244 and least effective in category p1, RMSE error
ranges from 2,244 to 3,024. �e prediction model using
LSTM-RNN also gives similar results as MLE, most effective
in the p7 portfolio and the worst in the p5 and p1 portfolio;
RMSE ranges from 1,738 to 2,163.

To show that LSTM-RNN ismore effective thanMLE, we
perform a T-Test for the series of distances between the
predicted value and the actual value of the two models with
the following hypothesis and hypothesis:

H0: �ere is no difference between the two algorithms
H1: �e LSTM-RNN algorithm is more efficient

�e test results obtained t-stat� −7.63, and the corre-
sponding p-value is less than 0.0001, so reject H0. �us, the
LSTM-RNN algorithm is more efficient than the RNN
algorithm.

5. Conclusion

�e MLE algorithm is considered a more general parameter
estimation method than the ordinary least squares (OLS)

-40

-30

-20

-10

0

10

20

30

40

50

Mkt
HML
SMB

RMW
CMA
rf

Figure 3: Movements of factors and risk-free rate over time.

Table 3: Correlation between variables.

Mkt HML SMB RMW CMA
Mkt 1 −0.297∗ 0.584∗ −0.582∗ −0.276∗
HML −0.297∗ 1 −0.227∗ 0.183∗ 0.177∗
SMB 0.584∗ −0.227∗ 1 −0.378∗ −0.148
RMW −0.582∗ 0.183∗ −0.378∗ 1 0.157
CMA −0.276∗ 0.177∗ −0.148 0.157 1
�e sign “∗” stands for significance level 0.05.

Table 4: RMSE error for 10 categories.

Portfolio MLE RNN
1 3.024 2.144
2 2.530 1.921
3 2.283 2.000
4 2.412 1.982
5 2.327 2.163
6 2.847 1.990
7 2.244 1.738
8 2.650 1.772
9 2.892 1.930
10 2.702 1.878
Average 2.591 1.952
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method in the case of normally distributed random errors.
However, the assumption of a normal distribution is
sometimes unrealistic; moreover, the relationship between
the variables is not simply linear. Some machine learning
algorithms are superior to classical econometric algorithms
to exploit latent relationships between variables. For data
related to time series, the LSTM-RNN algorithm is con-
sidered one of the very effective algorithms in future
forecasting.

A signal prediction model requires a combination of two
factors: the supporting background theory and an efficient
parameter estimation algorithm. For portfolio return fore-
casting, the FF5 model is one of the most effective ex-
planatory models [23–25, 32]. However, these studies
compare with a few other models, such as the CAPMmodel,
3-factor model, and 4-factor model. Moreover, these studies
only stop at the interpretation of statistical significance and
R2 value without considering the perspective of machine
learning, that is, evaluating the prediction error.

�e T-Test results have shown that the MLE or OLS
method is not the best method of estimating beta coefficients
in the FF5model in the specific case of the HoSEmarket.�e
LSTM-RNN method is more efficient, with the average
RMSE error of 10 categories only 1,952. �is result is more
consistent with some previous studies, such as Zhuge et al.
[13], Borovkova and Tsiamas [15], Minami [16], Ko and
Chang [30].

Compared with some previous studies, we have over-
come some limitations in them. More specifically, the
forecasting model that we use is completely based on the
theoretical foundation of finance, which has been proven to
be effective experimentally. Furthermore, the algorithm we
use has proven effective for time series forecasting. �e new
point of this study is to propose a method to estimate the
parameters in the FF5 model to produce a more effective
predictive model. Furthermore, our study overcomes some
limitations from previous studies; for example, in the study
of Ko and Chang [30], the authors exploit the LSTM-RNN
algorithm and rely on past information to predict the future.
Unfortunately, if the markets are effective [33], all past
information fully reflects the stock price. So, it is hard to
predict; in other words, a price model is a random b.

�e main objective of this study is to apply the LSTM-
RNN algorithm in the 5-factor Fama-French model ex-
perimentally in the HoSE market. We compare the model
using the LSTM-RNN algorithm and the model using the
MLE method. �e MLE method is considered a more
general method than the OLS method. As a result, the model
uses LSTM-RNN more efficiently than MLE. From that, we
propose to use the estimation method using the LSTM-RNN
algorithm in the 5-factor model to increase the accuracy of
the forecast. We emphasize that an effective predictive
model must combine the underlying theory and a suitable
estimation method. Hence, this study proposes some rec-
ommendations based on the result.

With the theoretical contributions, first, the five-factor
Fama-French model is a good predictive framework for
changing the expected returns of diversified portfolios. �e
model quantifies the linear relationship between risk and

expected return. From a Machine Learning perspective,
when estimating the optimal input parameters, we can
forecast the returns of the portfolios with controlled errors.
�erefore, Machine Learning should be considered an al-
ternative to traditional econometric methods. Second, for
time series where the characteristic parameters change over
time, the rolling window method should be considered
instead of other methods such as k-fold cross-validation to
increase the model’s reliability. Shape and limit the phe-
nomenon of overfitting. Moreover, the LSTM-RNN algo-
rithm is one of the candidates for estimating the parameters
in the predictive model. Deep learning algorithms can
“learn” data in-depth, thus having better predictive capa-
bilities than conventional algorithms like MLE or algorithms
in economics basis quantity such as OLS regression.
�erefore, researchers should consider them in actual
forecasting.

In managerial implications for investors and fund
managers, the 5-factor model is considered one of the best
models to estimate the expected return of the investment
portfolio. We can increase accuracy by using algorithms in
deep learning, such as LSTM-RNN, to exploit latent rela-
tionships between variables.

�e scope of research is still narrow, only considering the
HoSE market. Furthermore, we have not considered the
uncertain events affecting themarket, such as the COVID-19
pandemic or crises, special fiscal policies, etc., market dis-
tortions that the Fama-French model is difficult to explain.
We propose that the next research direction is to combine
behavioral finance, multifactor models, and some algorithms
in deep learning to build a more effective predictive model.
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