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With the systematization, informatization, and intelligence of the management and operation of communication enterprises, the
amount of audit content and business data is increasing. The traditional audit work is mainly offline audit, the task is heavy and
temporary, there are few auditors, and there is a lack of unified data mart and analysis model support. In order to solve many
problems in traditional auditing, this paper realizes the interface of data dictionary attributes through effective domain man-
agement of multisystem data, so as to achieve the purpose of system support and effective management to improve data quality.
Furthermore, the platform is extensible, which can gradually expand the data coverage and support more management fields and
business systems. A method of obtaining continuous attribute clustering center points by K-means algorithm and using triangular
fuzzy numbers to fuzzify process continuous data is proposed. At the same time, a visual fuzzy decision-making system based on
Fuzzy ID3 and Min-Ambiguity algorithm was designed. Adding the C4.5 and CART algorithms implemented in the Weka open
source data mining software, through experimental analysis, the differences in the classification accuracy and the number of rules
generated by the four decision tree algorithms are compared. The experiment found that the Fuzzy ID3 algorithm has a high
accuracy rate on each dataset and the number of rules is large. The number of rules generated by the CART algorithm is the least
because of the model characteristics of its binary tree and the characteristics of using the Gini index as the criterion for the
selection of splitting attributes. Comparing Fuzzy ID3 and Min-Ambiguity fuzzy decision tree algorithms, it is found that the
overall performance of the former is better than that of the latter, and the effect of authenticity on the two algorithms is analyzed
experimentally. This paper constructs the internal audit flowchart in the big data environment and studies the optimization of the
internal audit process in the big data environment. We evaluate traditional internal audit processes using process optimization
theory. The internal audit process in this paper refers to the internal audit process under the risk-oriented model that is widely
used at this stage. The optimization research on the internal audit process in this paper is mainly aimed at the internal audit
process of general enterprises with a certain level of informatization, at a large scale, and certain foundation and requirements for
the analysis and use of data. The optimization of internal audit process is feasible in research and practical application and has
universal applicability and reference value.

executives, experts, and scholars in various fields have de-
voted themselves to the research of big data [4]. The big data
audit is included in the focus of audit informatization work,

In the era of Internet 4.0, the amount and speed of data
generation have grown exponentially, and the wave of
informatization has swept across all walks of life [1]. At the
end of the last century, McKinsey & Company first proposed
the concept of “big data,” and the era of big data began [2].
With the continuous updating and expansion of big data
technology, the application scope and value of big data have
been continuously enlarged [3]. Governments, corporate

which provides policy support and direction guidance for
the promotion and development of big data audit work.
With the continuous development and deepening of big data
technology, data resources are constantly being explored.
Massive data provides a broader vision for audit work,
enriches audit data sources, strengthens auditing early
warning and risk control functions, and improves enterprise
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operation and management [5]. In terms of enterprise in-
ternal audit, the level of informatization is relatively low.
Although there are enough theoretical foundations and
practical cases, for various reasons, the road to enterprise
informatization transformation is difficult. With the con-
tinuous expansion of the size of the enterprise, the scale of
data has increased sharply, and the types of data that can be
obtained have increased [6]. The traditional informatization
method of audit work is increasingly unable to meet the
needs of the company’s internal audit, and it is difficult to
collect and analyze the huge and complex data. The audit
work cannot be carried out in depth, the audit efficiency is
difficult to improve, the work results are affected, and it is
difficult to meet the work functions of improving opera-
tional efficiency, reducing operational risks, and assisting the
realization of organizational goals for the enterprise.

For enterprises, the application of big data is both an
opportunity and a challenge. At present, enterprises have
little experience in the application of big data [7]. The cost of
building an informatization platform for internal audit is
high; the quality of auditors is not high. It is difficult to
advance, and many scholars have proposed ideas or con-
struction ideas for the application of big data in internal
audit [8]. Based on this, this article combines actual cases,
from the design to construction of internal audit informa-
tization, as well as the use effect and the next development
trend. It is hoped that it can provide useful reference for
enterprises that have not yet carried out informatization
construction or data analysis platform in the construction of
internal audit informatization system and data platform. At
the theoretical level, by analyzing the impact of big data on
internal audit informatization, the development direction
and transformation path of internal audit informatization in
the era of big data are clarified, and the theoretical research
on big data auditing in the field of audit informatization is
expanded. The research theories related to informatization
keep pace with the times and develop continuously [9]. At
the application level, by comprehensively considering the
actual situation of the company, this paper guides enter-
prises to upgrade the original audit informatization model,
realize large-scale data audit information transformation,
and ultimately improve the efficiency and effectiveness of
internal audit.

The audit data mart is the collection and storage center of
audit data, providing data services and audit application
support for groups, provincial companies, etc. It is the soul
of the audit system, so it is particularly important to build an
audit data mart, so as to achieve “early availability of data.”
This paper collects the required business, financial, engi-
neering, and other data and realizes the interface of the data
dictionary attributes through effective domain management
of multisystem data, so as to achieve the purpose of system
support and effective management to improve data quality.
This paper describes the fuzzy decision tree in detail; ex-
plains the direction of its improvement; and focuses on the
definitions of two fuzzy decision tree algorithms (Fuzzy ID3
algorithm and Min-Ambiguity algorithm), the selection
rules for splitting attributes, and the algorithm flow. This
paper mainly focuses on the experimental analysis of C4.5
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algorithm, CART algorithm, Fuzzy ID3 algorithm, and Min-
Ambiguity algorithm. Using the Weka software and the
fuzzy decision-making system implemented in the Java
environment, the experiment on the selected dataset in the
UCI database is completed, and the differences in the
classification performance of the four algorithms are sum-
marized. It can be seen that the Fuzzy ID3 algorithm has
great advantages in classification accuracy and number of
rules. This paper studies the internal audit process in the big
data environment and optimizes the traditional internal
audit process to a certain extent based on the current de-
velopment trend of enterprise internal audit. This paper
mainly uses the ideas and methods of the process optimi-
zation theory to diagnose, optimize, and analyze the tra-
ditional internal audit process according to the optimization
steps and finally constructs the internal audit flowchart in
the big data environment. The application process and re-
sults of the traditional internal audit process and the internal
audit process in the big data environment are compared and
analyzed to evaluate the feasibility and value of the research
results.

2. Related Work

The most influential decision tree method is the ID3 algo-
rithm, and its core content is information entropy (the size
of the information contained in the message) [10]. The
division attributes are selected by calculating the difference
of the two information amounts, i.e., the information gain,
as a criterion. The ID3 algorithm considers that the attribute
with high information gain is a good attribute, selects the
attribute with the highest information gain as the division
criterion for each division, and repeats this process until a
decision tree that can perfectly classify the training set is
generated. Through a large number of experimental studies,
we have learned that the ID3 algorithm tends to select at-
tributes with a large number of attribute values as the di-
vision attributes of the sample, but attributes with a large
number of attribute values are not necessarily the best di-
vision [11].

Relevant scholars have conducted research on infor-
matization data collection [12-14]. When internal auditors
conduct audits, in order to avoid allowing test data to enter
the system, parallel simulations are used for testing to avoid
affecting the formal operating environment of the enterprise
[15]. When auditing financial procurement, it is necessary to
collect and clean financial and procurement data, enter the
audit system environment, and summarize several common
data collection and cleaning methods [16].

Thomas Porter, an American computer audit expert,
became anxious and began to pay attention to the research
on audit methods and methods in the environment of in-
formation development [17]. The content that needs to be
audited inside the enterprise is becoming more and more
complex. The management information systems used by
enterprises are becoming more and more complex, so the
internal auditors of enterprises are required to conduct
system audits to ensure that the information-based man-
agement system can operate effectively [18, 19]. Relevant
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scholars have summarized computer-aided tools and
auditing techniques that can help auditors improve effi-
ciency during auditing [20].

Relevant organizations and scholars in the United States
started their research on internal audit informatization
earlier and in-depth [21]. After the Enron incident, the
United States attached great importance to the role of in-
ternal audit, and the norms and regulations for internal audit
were also relatively complete [22]. With the help of infor-
mation technology, internal auditing has developed rapidly.
However, foreign research is more personalized [23]. Dif-
ferent companies develop their own internal auditing in-
formation systems, which do not have commonalities and
lack clear information. For the reference of system design,
domestic scholars refer to relevant foreign theories com-
bined with the relevant knowledge of computer science to
formulate relevant specifications for computer auditing
process and information system auditing, and standardize
the auditing process of the internal audit information system
[24]. The design of audit informatization system provides a
reference. Despite the in-depth theoretical research on audit
informatization, there are still interdisciplinary boundaries
in the combination of the two. Studies in the theoretical
circle are currently based on the concept of big data and
cloud computing [25]. Some ideas are put forward for the
breakthrough of the internal audit information system, but
there are few successful models in the practical field.

3. Methods

3.1. Enterprise Internal Audit Data Architecture Design.
Through the big data platform extraction, integration,
processing, and collection of various business platform data
items required for auditing, big data computing tools are
used for market construction, and distributed MPP database
is used for model processing and self-service analysis.

First, it realizes the heterogeneous data integration,
cross-system process scheduling, and business integration
required for auditing; second, it creates standardized data
services and service orchestration capabilities to realize the
open sharing of data capabilities; third, the idea of data-
+ process improves the capture and eflicient processing of
real-time data and breaks the barriers to data acquisition by
auditing.

In order to better manage and use business data, an audit
data mart is built based on the enterprise data mart. The
enterprise data mart extracts the interface data uniformly,
integrates the source data to support the scanning of the
intermediate table, and processes and generates it on the
intermediate table. The data architecture structure design
description is as follows:

(1) Data source

The audited data mart mainly comes from the BSS,
MSS, OSS and some manual data of the enterprise,
and the data is extracted from these data across
domains and systems.

(2) Audit data mart

It mainly includes the basic wide table and the in-
tegration model. The basic wide table is mainly the
basic data table required for processing and inte-
grating the data extracted by the interface and formal
auditing. The integration model is based on the basic
data table and business model; analyzes, processes,
mines, and explores process data; and forms process
data such as risk scanning model and management
and responsibility risk.

(3) Audit market application

The audit marketplace is mainly used for providing
application service result data, including risk scan-
ning, thematic audits, audit marketplaces, off-site
audits, and project auditing applications.

3.2. Audit Data Processing Method. In order to centralize the
data of different data sources, data processing can be better
used after redefining and sorting out. Because the data is
collected from different data sources, it involves the process
of cross-database and cross-system data integration and
processing. The audit business process flow is shown in
Figure 1.

Data processing refers to extracting, cleaning, merging,
and summarizing data from different systems and storing
the final results in the database service library by business
classification and hierarchical concentration, so as to fa-
cilitate the query and use of other systems. The data pro-
cessing process designed this time includes the following:

(1) Market sorting: according to the needs of the audit
business, a set of standardized data mart tables have
been sorted out

(2) Data acquisition: according to business needs, dif-
ferent source data systems are opened up, and the
original data is extracted from the data source to the
local temporary database table

(3) Data integration: based on the time and geographical
dimensions and combined with the sorted market,
the local temporary data is cleaned, merged, ag-
gregated, classified, etc., and the data market is
output

(4) Data service: the big data technology is used to
quickly respond to the support of the data, and the
integrated data is automatically extracted through
ETL tools; the data processing results are classified
and stored in the formal database table in layers, so as
to provide efficient auditing

3.3. Data Structure Design. The audit data mart is the center
of audit data storage and application. It is necessary to build
an audit data mart to provide data services and intelligent
support for audit applications for groups and provincial
companies. In order to meet the needs of the group’s cross-
audit, the data mart principles designed this time are as
follows: unified data specification (regular optimization),
unified analysis model (unified management), and unified



: 7 :
y Prepare annual \ I/ First draft of the, |

A auditplan 1Y 1 audit report | !
| . /

Pretrial preparation

Prepare papers |
and reports ! i

S0
Issue an audit |
. |

notice |

Set up an audit i
project team :

plan

| /

____________ i r N 3

I—'—>' ata collection ./ |
~ £

——— e L

Adjustment plan
|
|
|
|
|
|
1€
|
|
|
|
|
1

N \ 7
S S, S

. ~
Audit Department ~ ="~

Discrete Dynamics in Nature and Society

R
e ~.
/,/ N
: \
ANV ____2 ———

| g N
| // Draft for comments \ |
[ S

/ . LT

Vet T T — e ) =~

e an N,

/':{- Audit file filing 1o
a\

7/
/
|

Report

Listen to the i I
rectification report |

T
:L " Audit penalty decision / |

Z_

FiGURE 1: Audit business process flow.

interface interaction. Table 1 describes the structure of the
audit market table and data table.

3.4. Fuzzy Decision Tree Analysis. A decision tree is con-
structed from a set of data that contains categorical attri-
butes. Usually, the data that will be used for modeling will be
divided into two groups. Part of it is used as training data to
generate the tree model, while the other part is used as
validation data to test the classification accuracy of the
model. The nodes in the constructed model can be regarded
as a collection of attributes, and the leaf nodes represent the
final classification result of an instance. A decision tree
model is essentially a set of rules. The path from the root
node to each leaf represents a classification rule, and these
rules are grouped together through a hierarchical
relationship.

Decision tree algorithm is a heuristic greedy algorithm,
and its tree-building process also shows a “divide and
conquer” idea. When generating a decision tree, if all in-
stances in a node belong to the same class, it is set as a leaf
node; otherwise, an optimal attribute is selected as the node
attribute according to a certain rule. Figure 2 shows the tree-
building process of the fuzzy decision tree algorithm. The
fuzzy improvement of the classical decision tree algorithm
mainly includes the following contents.

The first is the preprocessing of continuous attributes,
that is, how to fuzzify continuous attributes. For most fuzzy
decision tree algorithms, it is necessary to fuzzify the con-
tinuous attributes before modeling, and a few algorithms
fuzzity the data during the modeling process.

The second is the selection rule of splitting attributes.
Compared with the clear decision tree split attribute se-
lection rule, the fuzzy decision tree algorithm extends it so
that it can adapt to fuzzy data.

The third is the matching rule of the decision tree. A
fuzzy decision tree will give the degree to which the test data
belongs to a certain classification, that is, the embodiment of
attribute membership, rather than an absolute classification
like a clear decision tree.

Through the fuzzy extension of the decision tree algo-
rithm, its application range is extended from the field of
precise data to the field of fuzzy data. For those problems
with uncertainty and ambiguity, this improved algorithm’s
representation of knowledge is more realistic.

In most cases, the fuzzy decision tree considers two
parameters, the significance level a and the true degree S,
when constructing the tree model. The significant level « is
the cut set of the fuzzy set A, which is generally used for data
preprocessing before the algorithm is executed. The larger
the a, the less the ambiguity of the data, and if it is too large,
the training set will be empty. Usually, « is not needed if the
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TaBLE 1: Example of audit mart.
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FIGURE 2: Flowchart of fuzzy decision tree algorithm.

model performs as expected. For node A, the truth degree of
its attribute classification C is as follows:

[TTua(x) Nuc (x)]

= . 1
AC Hx—>Xx — X ( )

Here, M represents the cardinality measure, and the true
degree f3 is used to terminate the generation of the tree.
When the true degree of the node exceeds the given
threshold S, the construction of this branch ends and leaves
are generated.

The model constructed by the fuzzy decision tree al-
gorithm is the same as the ordinary tree model. The branches
from the root node to the leaf node represent the rules of
classification. Different from the rules generated by the

classical decision tree, a rule in the rule set generated by the
fuzzy decision tree may eventually divide the instances into
different categories with different degrees of membership,
and there may also be multiple rules matching the same
instance. Therefore, special treatment should be taken when
using the model for classification. This article uses the rule
matching method based on the maximum and minimum
operations.

3.5. Design of Fuzzy Decision Tree Algorithm. With the
widespread application of fuzzy set theory in decision tree
algorithms, many excellent algorithms have been proposed
one after another. This section will introduce two repre-
sentative fuzzy decision tree algorithms. No matter which



decision tree algorithm is used, the generated decision tree
structure is generally similar, the nodes are composed of
each attribute name, and the edges are composed of fuzzy
subsets whose attribute values are fuzzified.

3.5.1. Fuzzy ID3 Algorithm. The Fuzzy ID3 algorithm in-
troduced in this paper takes the average fuzzy information
entropy as the criterion for selecting splitting attributes. The
overall tree-building process of the Fuzzy ID3 algorithm is
similar to that of the ID3 algorithm. The core difference lies
in the selection rules for splitting attributes. Compared with
the concept of information entropy in ID3 algorithm, Fuzzy
ID3 algorithm uses fuzzy information entropy of probability
distribution as the selection criterion of splitting attribute.
For each optional attribute value T;, the relative frequency
of the j-th fuzzy category T;,,; on the non-leaf node S is
defined as follows:

M(SnTuT?,)

M(T% uS) 2)

Dijk =

For non-leaf node S, the semantic value Ti is defined as
follows:

m—1

I(Ttk) = H [pij,k : log(pij,k)]- (3)

~

The average fuzzy classification information entropy of
attribute Ay is defined as follows:

E(S, Ay) = H[Pi : I(Ti,k)]a (4)
i=0
where
M(T; US
12 (T 5) (5)

) e M(T;nS).

When the Fuzzy ID3 algorithm builds the tree model, it
always selects the attribute with the smallest average fuzzy
information entropy as the splitting attribute; that is, the k-
th attribute is preferentially selected to satisfy

E (S, Ak’) = kl/[](liln) E (S, Ak) (6)

In the same algorithm, the scale of the model is con-
trolled by the degree of realism.

3.5.2. Decision Tree Algorithm Based on Min-Ambiguity.
The Fuzzy ID3 algorithm still uses the concept of entropy,
but the original formula is improved, and the concept of
fuzzy information entropy is proposed to select the split
attribute, so the algorithm will generate a fuzzy tree model.
The heuristic decision tree algorithm based on Min-Am-
biguity, referred to as Min-Ambiguity algorithm, will be
introduced in this section. This method uses classification
uncertainty as the basis for the selection of split attributes,
which is closer to the way of human thinking and has high
comprehensibility. For each optional attribute value T}y, the
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normalized representation of the j-th fuzzy category T;,
on the non-leaf node § is defined as follows:
I Pijk )
ik = Tm1
[T Pij-
For a non-leaf node S, the classification uncertainty for
each optional attribute value T;; is defined as follows:

3
L

Ambig(Ti’k) = ln(rrfj_1 - 7'[511’]-). (8)

For non-leaf nodes S, the average uncertainty of attribute
Ay is defined as follows:

—1

(1- p;) - Ambig(T{*"). 9)

3

G(A) =

i
S

The Min-Ambiguity decision tree algorithm selects the
attribute with the smallest average classification uncertainty
as the splitting attribute each time. During data pre-
processing, the significance level « is applied to filter the
data, and the trueness parameter f3 is applied to determine
the leaf nodes. The specific process of the algorithm is ba-
sically the same as that of the Fuzzy ID3 algorithm, but the
criteria for selecting split attributes are different.

4. Results and Analysis

4.1. Algorithm Accuracy Comparison. By applying the C4.5
algorithm, the CART algorithm, the Fuzzy ID3 algorithm,
and the Min-Ambiguity algorithm to the 7 groups of pre-
processed datasets, the correct rates of different algorithms
in the classification of each dataset can be obtained as shown
in Table 2.

The Fuzzy ID3 algorithm has the strongest adaptability
to different data and achieves the highest accuracy rate in the
dataset. The C4.5 algorithm and the Min-Ambiguity algo-
rithm have the highest accuracy in a group of datasets. The
CART algorithm has the worst average accuracy.

Although the average classification accuracy of the C4.5
algorithm and the CART algorithm on the 7 groups of
datasets is relatively low, they still have 80.02% and 78.93%
accuracy, indicating that the C4.5 and CART algorithms are
constantly dealing with continuous attributes. The recursive
greedy algorithm of bisection continuous data items with
optimal information gain rate and minimum Gini index can
also produce higher accuracy.

Although the fuzzy decision tree has an advantage in
dealing with continuous attributes, the average accuracy of
the Min-Ambiguity algorithm is not much higher than that
of C4.5 and CART. In particular, the C4.5 algorithm is only
0.37% less accurate than the Min-Ambiguity algorithm on
average. This shows that although fuzzy decision tree has
certain advantages in dealing with continuous attributes, the
heuristic of split attribute selection also has an important
impact on the final result. Observing the 7 groups of datasets,
it can be found that the four algorithms have achieved the
highest accuracy, indicating that the attributes of the dataset
are high cohesion and low coupling, the differences between
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TaBLE 2: Comparison of classification accuracy of the four algorithms.

Number of categories ~ CART algorithm (%)

C4.5 algorithm (%)

Min-Ambiguity algorithm (%)  Fuzzy ID3 algorithm (%)

4 78.32 79.33
5 74.41 75.82
8 77.94 80.52
3 72.53 81.40
5 73.82 7491
6 76.20 71.24

87.44 90.40
86.93 91.71
83.21 90.22
88.61 93.54
84.13 96.10
87.82 94.21

different categories are more obvious, and the classification
is clear.

4.2. Comparison of Algorithm Rules. The model generated by
the decision tree algorithm is actually a collection of rules,
and the number of rules directly affects the efficiency of
decision-making. With the construction of the decision tree,
the number of leaf nodes will continue to increase, and more
and more decision rules will be generated. In theory, the
more the rules, the higher the classification accuracy.
However, too many rules often cause overfitting, which
means that the classification effect of the training set will be
better, but the prediction accuracy of the test set will de-
crease. Figure 3 shows the classification accuracy of the
training and test datasets under different numbers of rules
for a decision tree.

The number of rules generated by the decision tree is an
important indicator for judging whether the algorithm is
good or bad, as is the accuracy of the model. A high-per-
formance decision tree should use as few rules as possible to
obtain a higher decision accuracy rate. The statistics of the
number of classification rules generated by the four algo-
rithms are shown in Figure 4.

Opverall, it is clear that the CART algorithm produces the
fewest number of rules in each dataset. There are two reasons
through analysis. First, the model generated by the CART
algorithm is a binary tree, so there are fewer leaf nodes; in
addition, the CART algorithm uses the Gini coefficient as the
index for the selection of the split attribute, which makes it
easier to achieve the required purity standard when building
a tree. For these two reasons, fewer rules are generated.

The number of rules generated by the four algorithms on
the Balance-Scale dataset is significantly higher than the
number of rules generated by these algorithms on other
datasets, indicating that the dataset is more complex and the
coupling between decision attributes is strong. That is, it is
difficult to determine the classification result with fewer
attributes.

4.3. Algorithm Authenticity Analysis. The size of the real
degree is closely related to the size of the decision tree, so
choosing a suitable real degree is very important for the
fuzzy decision tree algorithm. Through the experiments of
the four decision tree algorithms on different datasets, it is
found that the Iris dataset has strong categorizability. In this
section, the Iris dataset is used as an example to illustrate the
impact of realism on fuzzy decision trees.

By analyzing Figure 5, it can be seen that for the fuzzy
decision tree, with the increase of authenticity, the correct
rate of classification is not less than 85%. Moreover, the
Fuzzy ID3 fuzzy decision tree algorithm is more accurate
than the Min-Ambiguity fuzzy decision tree algorithm.

By analyzing Figure 6, it can be seen that with the in-
crease of authenticity, the number of rules generated by the
model is increasing. This is because the greater the degree of
authenticity, the more the recursion times of each branch, so
the scale of the spanning tree is larger, and more rules are
obtained. Therefore, in general, the authenticity is very
important for fuzzy decision trees.

4.4. Analysis of the Impact on Internal Audit Planning Phase.
The audit plan is a strategic plan that is in a guiding position
in an audit project and has an impact on the audit efficiency
and audit results. The implementation and management of
the audit plan is an inevitable requirement for the sound
development of the audit work, and it is also the realization of
the audit objectives and the effect of the audit imple-
mentation. In the traditional internal audit process, due to the
contradiction between the resources required by the internal
audit to realize its functions and the cost of enterprise
management, the importance of the audit plan as a guiding
link in the audit activity is self-evident. Under the risk-ori-
ented mode, the content of audit is not limited to the inherent
risks in the financial statements of the enterprise and the
internal control risk of the enterprise, but it also includes the
audit of the overall risk management content of the enter-
prise. In the new development situation of the big data en-
vironment, it is also necessary to pay attention to the impact
of big data on internal audit and the changes in audit risk.

In the current audit plan management, problems such as
the duplication and lack of the coverage of the plan, and the
lack of the overall grasp and allocation of resources and tasks
in the plan are more prominent. In general, the audit plan
management has certain randomness and subjectivity in the
actual implementation process and lacks long-term and
scientific unified planning. Not only has the establishment of
the audit project not formed a perfect scientific system, but
in actual operation, due to the lack of effective control in the
formulation of the plan, it is difficult to meet the actual
flexible needs during the implementation of the project. The
proportion of various problems existing in audit plan
management is shown in Figure 7.

The development of big data has made the problems in
the management of the original audit plan more prominent,
and the optimization of the audit plan has also received more
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FIGURE 4: Statistics of the number of classification rules generated by four algorithms.

and more attention from the management. Changes in the
environment and changes in the audit mode have prompted
changes in audit objectives and processes. As the primary
part of the audit process, it is more urgent to optimize the
audit plan. In the big data environment, the problem solving
in the existing audit planning stage should be combined with
the current actual needs and the future development di-
rection of the enterprise. The optimization of the internal
audit process planning stage in the big data environment is
not only to solve the current practical problems and to
ensure the orderly and efficient implementation of the audit.

The method is also aimed at the development of the in-
formation age, meeting the practical needs of future auditing
and achieving the basic requirements of the effectiveness of
the audit function.

4.5. Analysis of the Impact on the Implementation Stage of
Internal Audit. The implementation stage of traditional
internal audit is mainly to carry out a series of tests and
analysis on the audit project plan and collect audit evidence
to provide material support and data support for the
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FIGURE 6: The effect of authenticity on the number of rules.

preparation of audit working papers. Due to the limitation
of audit resources and the limitations of audit technology
and methods, one of the commonly used audit methods in
the implementation stage of traditional audit process is
sampling audit, which judges the evidence collection of
auditors according to the control level of the audited unit
and the acceptable audit risk level. The application of big
data software and the establishment of data information
platform make it possible to collect data more compre-
hensively and carry out multidirectional correlation
analysis, and the breadth and depth of audit evidence can

also be gradually enhanced with the development of in-
formation technology, which facilitates obtaining audit
trails from a broader and comprehensive range of audit
data.

It is difficult for the existing data platform functions to
meet the data processing and analysis needs. The high cost of
use and the difficulty in conducting a unified comparative
analysis and correlation analysis without a unified data
standard are two issues that experts agree on. The impor-
tance of algorithms to the internal audit implementation
phase is shown in Figure 8.
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In the big data environment, the emergence of new
problems makes the original software development level and
direction unable to meet the needs of internal auditing under
the new trend, and it is difficult to carry out unstructured
data analysis in the big data environment and expand the
correlation analysis of business electronic data. In response
to these questions, some practical suggestions are given in
the questionnaire. Among them, the most recognized ones
are the need to train auditors to improve their compre-
hensive ability, to introduce audit talents with computer
professional background, and to standardize enterprise data
resources with reference to national data standards or in-
dustry standards.

In the big data environment, the data volume of en-
terprises is more complex than before, and the cooperation
of multiple departments and multiple business lines makes it
more difficult to analyze related data. Especially for the
internal audit of most private enterprises, due to the limi-
tation of audit resources and the need for enterprise audit
cost management, it is usually difficult to use the help of the
enterprise internal audit cloud platform like government
audit. The construction of enterprise information system
and the use and upgrade of audit software all need to be
carried out spontaneously by the enterprise, and the limi-
tations brought by the cost and resource environment will be
greater in comparison. It is generally difficult for the scale
and level of internal audit departments of enterprises to meet
the needs of data analysis in the big data environment. The
lack of professional knowledge and technology of personnel
and the lag of relevant standards and software development
make enterprises have needs for the big data audit analysis
stage.
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FIGURE 8: Importance of algorithms to the implementation phase
of internal audit.

The improvement of the audit implementation stage
should consider the actual needs of the current enterprise
development, as well as the adaptability to changes in the
internal and external environment of the enterprise, and the
rapid development of information technology makes it
necessary for enterprises to implement big data audits for
risks and opportunities. The demand is placed on the long-
term strategic development of the company. The optimi-
zation of the internal audit process in the big data envi-
ronment can serve as a reference for the optimization of the
internal audit process carried out by the company in
practice, so that the internal audit can adapt to the actual
business during implementation.

4.6. Analysis of the Impact on the Internal Audit Reporting
Stage. After completing the audit on-site work, the internal
audit team needs to communicate with the management of
the audited unit according to the problems found and the
corresponding countermeasures and suggestions put for-
ward, and reach an agreement on the audit report, or get the
audited unit for different opinions. The source of the content
of the audit report is mainly based on the clues found in the
audit implementation stage. The internal audit standards
define the audit report as follows: after the internal auditors
implement the necessary audit procedures for the audited
unit according to the audit plan, they will audit the audited
matters.

The impact of the big data environment on the audit
report is reflected in the content and situation of the report
results. In terms of the content of the audit report, since a
large amount of data is used in the audit implementation
stage and the data more represents the historical state of the
audited unit, if the actual situation has a large unexpected
change, then the conclusion of the audit report will be
determined in the audit report. The formulation of the entire
audit plan also depends on the big data environment. Due to
the continuity of data generation and the unpredictability of
events, the content of the audit report is likely to fail to cover
the scope required by the audit objectives, resulting in the
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distortion of the conclusions of the audit report. In addition,
in the analysis stage of the audit process, sometimes when
the requester of the report needs to read the content in detail,
there will be interactive obstacles, making the information
transmission insufficient.

Due to the application of information technology in the
entire audit process, the preparation process of audit reports
is also different from the simple situation in the past, and
higher logic requirements and information system appli-
cation requirements are put forward for the compilers and
auditors. In addition, this fast and changeable information
environment will inevitably increase the risk of information
technology. This risk not only exists in the lack of audit
platform settings and functional editing, but also in data
leakage and data destruction during use. The importance of
algorithms to the internal audit reporting stage is shown in
Figure 9.

Technically, the implementation and transmission of
audit data and continuous monitoring technology can also
provide certain guarantees. The second is the use of visu-
alization techniques in the report to express complex data
models and data relationships in a clear and understandable
way. Training auditors will help them to master the thinking
and methods of big data auditing as a whole, help identify
data relationships in auditing big data, and help auditors
judge the laws of data and discover data trends, so as to
further analyze deeper insights. In order to meet the needs of
internal audit management, the internal audit department
can also summarize some common and general report
templates, flexibly meet the diversified needs of enterprises,
and help improve the efficiency of auditing.

5. Conclusion

The audit data mart is the collection and storage center of
audit data, providing data services and audit application
support for enterprises, and is the soul of the audit system, so
it is particularly important to build an audit data mart.
Through the data mart research of telecommunication en-
terprises, the construction of audit data will need to integrate
data resources as the basis, build a unified and standardized
data mart, realize the unified aggregation of audit-related
data, break down data barriers, and convert data collection
to audit data. We build a complete set of audit data marts on
the basis of basic data to provide services for analysis models,
so as to realize timely and effective identification and pre-
vention of enterprise risks, and provide guarantee for the
effective implementation of enterprise strategies. The data
source of the data mart is mainly based on the guidance of
the group and the actual situation of the enterprise to collect
the required business, financial, engineering, and other data.
Two fuzzy decision-making algorithms, Fuzzy ID3 and Min-
Ambiguity, are introduced. The difference between the
classical decision tree algorithm and the fuzzy decision tree
algorithm is summarized. We implement a fuzzy decision-
making system, which has a good human-computer inter-
face and integrates the mail classification model proposed in
this paper. The differences in classification accuracy and
number of rules of the four decision tree algorithms are
compared through experiments, and the influence of au-
thenticity on fuzzy decision trees is analyzed. Experiments
show that the fuzzy decision tree algorithm, especially the
Fuzzy ID3 algorithm, has certain advantages in dealing with
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continuous attributes. In the audit planning stage, data
analysis is carried out first, and then the audit plan is
prepared; before the audit implementation stage, the risk
assessment of the audited unit is carried out; in the audit
implementation stage, the data analysis work is transferred
to the off-site audit work. In the audit report stage, audit
problems and audit suggestions are considered, monitoring
data indicators are formed, and feedback is obtained in the
follow-up audit stage with the help of the big data processing
center, so as to strengthen the initiative of internal auditors
to carry out work. In terms of organizational structure and
human resource structure, the application of audit process
optimization results requires a big data processing center as
a data collection and analysis platform, as well as com-
prehensive auditors with a certain information technology
foundation to implement and ensure the optimization
process.
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