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Balancing the project’s time, cost, and quality involves deciding on di�erent implementation methods for each project activity.
Time and cost are minimized simultaneously, and the quality of the �nal product or service is maximized. Indeed, the use of search
methods to determine the optimal execution methods of each activity requires the evaluation and review of various performance
criteria such as time, cost, and especially the �nal quality of each activity.�ese performance measures, especially the quality of the
di�erent implementation methods, are reported and recorded in inaccurate, ambiguous, and vague numbers or concepts. In this
research, new methods have been proposed to evaluate and investigate the trade-o� of time, cost, and quality of the project in
conditions of uncertainty. �is means that by fuzzy number theory, the speci�cations and conditions of a project are included in
the problem of balancing time, cost, and quality. In fact, time, cost, and quality are considered triangular and trapezoidal fuzzy
numbers. Also, the fuzzy multiattribute utility function approach (in which the concept of fuzzy computational operators is
included) has been used to evaluate di�erent combinations of execution methods of project activities. Since di�erent quality
combinations can be obtained with di�erent combinations of parameters involved in the implementation of an algorithm, the
Taguchi experimental design method has been used to adjust the parameters of the proposed algorithm. To solve the proposed
model, particle mass optimization algorithms and arti�cial bee colonies have also been studied.

1. Introduction

A project is a set of temporary e�orts to achieve a speci�c
goal (product creation or service delivery). �e term
“temporary” means that projects start and end at speci�c
times, and the term “speci�c” also means that the service or
product in question is well-de�ned and distinct from the
results of other projects. One of the essential activities that
must be done in the management and control of a project is
deciding how and when to implement each activity. Project
scheduling determines a time sequence in the form of a
schedule to perform interrelated activities that form a
network called a project. Dependence of activities is an order
that must be observed in their precedence and latency due to
technical limitations in project implementation. Indeed,

following a logical sequence of actions or technical con-
straints in scheduling a project’s activities alone cannot meet
the expectations and demands of the various groups in-
volved, such as project managers and stakeholders.

In general, in trying to schedule project activities, project
managers always try to control the available resources along
with time, cost, and quality constraints. Since the project is
fundamentally unique, there is no logical standard for
project planning. As a result, decisions are made in a triangle
of time, cost, and quality (as in Figure 1).

It can be said that more e�ective and e�cient imple-
mentation methods (using di�erent resources and tech-
nologies) in project activities can lead to other times, costs,
and qualities. In general, the use of cheap resources and
technologies will generally lead to an increase in project
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execution time. For example, hiring more skilled artisans or
more workers in a construction project can reduce the time
it takes to complete project activities, but project costs will
undoubtedly increase. To determine the optimal combina-
tion of different methods of implementing the actions of a
project, various approaches have been developed to solve the
problem of time and cost trade-off. +ese approaches in-
clude innovative methods [1, 2], mathematical methods
[3–6], and evolutionary methods [7–10]. However, it should
be noted that reducing project time and costs may reduce the
overall quality of the final product or service. For example,
reducing the cost and time of projects such as the con-
struction of subways, bridges, and roads can reduce the
overall quality of the project, which, in the long run, will
significantly increase the costs of the operation period, such
as depreciation and maintenance costs.

All these reasons have caused the issue of trade-off of
time, cost, and quality of the project in the last two decades
to attract the attention of many researchers and extensive
research in this field. Babu and Suresh [11] have proposed
three linear programming models for this problem, con-
sidering a logical relationship between time, cost, and
quality. Using the Babu and Suresh [11] approach in a ce-
ment plant construction project in +ailand, Khang and
Myint [12] examine this approach’s practical application,
assumptions, and fundamental issues. Other researchers [13]
have applied the concept of time, cost, and quality trade-off
using the idea of multiobjective optimization. One of the
most critical challenges in applying these approaches is using
historical reports or the knowledge of elites, contractors, and
engineers to determine resource utilization plans or pro-
cedures. Different programs for the exploitation of renew-
able or nonrenewable resources or other implementation
methods will lead to various equipment, human resources,
and materials allocation.+is will undoubtedly affect project
performance levels such as time, cost, and quality.

On the other hand, time, cost, and quality functions are
generally not exact numbers and are sometimes difficult to
express as actual numbers. In practice, project managers,
engineers, or experts use uncertain, vague, or inaccurate
terms to estimate and express these performance levels. For

example, the quality of activity might be defined as “most
likely equal to a, but certainly not less than b and not greater
than C.” However, most of the time, cost, and quality trade-
off approaches use exact numbers to express different cri-
teria and will be inefficient in analyzing vague, perceptual,
and uncertain relationships between these performance
criteria.

+is paper examines the issue of cost-time trade-off by
considering the project quality factor as one of the pillars of
the project. New methods have been proposed in recent
years regarding the issue of cost-time balance. In project
scheduling calculations, the earliest time to complete the last
activity is the project delivery date. Project completion time
is generally reduced by revising network logic or shortening
activities at a higher cost. As the duration of activities de-
creases, the quality of each movement, i.e., the proximity of
the project deliverables to the expectations of the employer
or the customer, decreases. In discussing the balance be-
tween the three functions of cost, time, and quality of the
project, cost sensitivity analysis is performed to changes in
the duration of the activity, which aims to obtain the best
combination of time reduction of activities. In such a way,
the total project costs are minimized, and the quality of the
whole project is maximized.

As mentioned, uncertainty, ambiguity, and the per-
ceptual and inferential performance of time, cost, and
quality for all activities in a project are inevitable. In this
research, considering the uncertainty for the mentioned
functions and the trapezoidal or triangular fuzzy numbers to
express these functions, the problem of time, cost, and the
quality balance becomes a fuzzy problem of time, cost, and
quality balance. +erefore, using fuzzy logic and multi-
attribute utility and fuzzy critical path. Using this algorithm,
a better execution method with higher desirability is se-
lected, and using the superinnovative particle swarm opti-
mization algorithm and artificial bee colony can create space.
+e problem is searched, and according to the search and
stop conditions, the best answer found is determined as the
desired answer to the problem.

In the following, in Section 2, the research background is
examined. Section 3 describes the research method. In
Section 4, the results are numbered and analyzed, and finally
in Section 5, conclusions are made.

2. Literature Review

+e early techniques used to schedule large projects date
back to the late 1950s. +e famous critical path method in
1961 and the modern project management (MPM) method
in 1962 were designed for projects whose activities have a
definite time.+e biggest problem with these methods is that
they take into account only the limitations of the prereq-
uisite. Early models of problems with resource constraints
were introduced in the early 1960s. +e first systematic
method developed to optimize the project schedule is the
critical path method. +is method, also called critical path
analysis, results from a collaboration between DuPont and
Remington Rand in the year 7 AD. In this method, the
duration of the activities is estimated as a numerical value,
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Figure 1: Project management triangle.
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and it is assumed that the changes in this period are minimal
and negligible. +is condition is evident in projects where
similar examples have been implemented in the past or
experiences from the duration of the activities are available.

Coinciding with the introduction of the critical path
approach to project scheduling, the US Navy, in collabo-
ration with Bose’s management consultants Allen Hamilton
and Lockheed Aircraft, introduced project evaluation and
review techniques in the Polaris submarine project sched-
uling. +e success of this method in scheduling the Polaris
project led to the expansion of the use of this method in later
years. +e main application of the program evaluation and
reviewmethod is in projects where there is uncertainty in the
duration of activities, and a fixed numerical value cannot be
used to estimate the time of activities.

2.1. Cost-Time Trade-Off Issue. +e critical path method is a
mathematical algorithm used to schedule a set of activities in
various projects such as construction, engineering, facility
maintenance, and software development. +is method is
related to the balance between completion time and project
costs [14], and its application in definite conditions is more
appropriate than possible conditions. +e critical path
method is used to determine the time-cost balance for ac-
tivities that meet the completed time at the lowest cost and is
also useful when there are similar experiences from previous
projects [15].

Time-cost balance issues have focused on shortening the
entire project time by reducing the time required to com-
plete activities since the late 1950s. Researchers in linear
scheduling models [1, 14, 16–19] and nonlinear scheduling
models [20–22] are based on the assumption that time and
cost balances for activities are linear. +e relationship be-
tween the duration of activity and the cost of a straight line is
expressed on a graph [23].+e cost of completing the activity
varies linearly between normal time and reduced time.+ere
is a continuous, linear relationship between cost and time for
each activity in the classical case. One development con-
siders this a situation where resources are limited, and the
relationship between cost and time is discrete. +ese studies
include the work of Demeulemeester et al. [24]. In this case, a
certain amount of time is taken to perform the activity for a
certain amount of resources. Erenguc et al. [25] considered
developing this cost-time equilibrium model, in which ac-
tivities can be reduced by allocating more resources to
optimize the current net value of the project. Hazir et al. [26]
presented the problem of discrete cost-time balance for the
project scheduling problem in multimode concerning spe-
cific relationships. Ballestin and Blanco [27] also theoreti-
cally and practically optimized multiobjective functions in
RCTSP. Lotfi et al. [28] have researched renewable energy.
+e most important innovations in their study included the
use of robust two-level programming techniques and game
theory (Stackelberg Competition) for locating renewable
energy sites. +e results show that the combination of un-
certainties can increase energy production and supplier
profits. In addition, the objective functions of the proposed

model are compared with those under uncertain conditions.
Sensitivity analysis of the main parameters is performed to
validate the proposed model. As uncertainty increases, the
energy produced decreases and the supplier’s profit in-
creases. Supplier profits gradually decrease as the discount
rate increases. In addition, as the scale of the problems
increases, the energy produced and the profit of the supplier
increase. Babu and Suresh [29] conducted a study to balance
the three factors at the same time. In their work, they made a
Crashing Hypothesis and assumed that as the time of activity
decreases, cost increases linearly and quality declines line-
arly. +ey considered three linear target functions in which
the result analysis led to decision-making in balancing the
mentioned factors. At the end of their paper, they proposed
that neither the total quality of the project (whether weighted
mean or arithmetic mean) nor the quality calculation as the
product of the activities affects their work result procedure.
Zheng et al. [30] made efforts to introduce optimal solutions
based on genetic algorithm (GA). However, in all these
studies, uncertainties were not considered due to compli-
cations, and the studies were conducted in a deterministic
space. But in real-world projects, factors such as cost and
time of the projects are always affected by many changes due
to the uncertainties. +erefore, to solve this problem, Feng
et al. [10], Azaron et al. [31], Abbasnia et al. [32], and Zhang
and Li [33] studied the bi-objective balance of time and cost
in a real-world uncertain space. Khang and Myint [34]
implemented this model in a real-world project of con-
struction of a cement factory in +ailand. +e successful
experience of meta-heuristic optimization algorithms in
solving the two-factor problem of time-cost balance made
the researchers focus on solving the three-factor problem of
time-cost-quality optimization. Abolghasemian et al. [35]
considered the sustainability pillars in scheduling projects
and uncertainties in modeling them. To model the study
problem, robust nonlinear programming (NLP) involving
the objectives of cost, quality, energy, and pollution level is
applied with resource constrained. Abolghasemian et al. [35]
considered delay scheduling based on discrete-event sim-
ulation for construction projects. For this purpose, rework
parameter and the variables of frequency, duration, and time
of callback have been considered. Also, the effects of these
parameters on tangible performance criteria have been in-
vestigated. +e combined approach of discrete-event sim-
ulation and computational modeling is applied and then the
results are compared. Measurements show that the systems
fragmented by repeated and short repetitions while referring
to early are in optimal performance.

2.2. Research Gap. +e complexity of the proposed algo-
rithms is significant for solving these problems. It can be
very annoying for important issues, even with the advances
in computer programming and the hardware used to run
these programs today. Researchers are more likely to use
innovative and meta-innovative methods to solve this
problem to escape this complexity. +e development of
precision methods is also crucial because the only valid scale
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by which innovative and meta-innovative methods can be
evaluated are these precise methods. In Table 1, previous
studies are categorized with research methodologies.

3. General Definition of the Proposed Problem

As mentioned, a project involves a set of specific activities.
Here, the activities of a project are numbered j � 1, 2, . . . , n.
+e time or duration of an activity j is displayed with Dj.

As soon as another activity starts, it is impossible to stop
the action, and there is no interruption in implementing
project works. Due to technological and executive needs,
there are prioritized relationships between project activities.
+ese relationships are represented by a set of prerequisites
for a Pj activity.+ese sets mean that the activity cannot start
before the prerequisite activity i ∈ Pj. +e basic premise is
that these networks are nonrotational. In the display of each
project, two additional activities j � 0 and j � n + 1 are
defined, which indicate the beginning and completion of the
whole project. +ese two activities are virtual, have zero
execution time, and do not use any resources.

+e project’s time, cost, and quality are determined by
the time, cost, and quality of the constituent activities. On
the other hand, these criteria for each of the activities in the
project network depend on its implementation method. In
fact, the implementation method includes the program of
utilizing various resources (equipment, human resources,
materials, etc.) and specific implementation techniques. For
example, consider the concreting activity in a construction
project. +is activity can be done in three ways.

(1) Making concrete on-site by a mixer and a skilled
worker

(2) Use ready-mixed concrete and transport it to the site
using appropriate equipment

(3) Using prefabricated concrete blocks and trans-
porting them to the site.

+e project completion time can be calculated by
summing the critical route activity times. +e project’s cost
will be obtained from the sum of the costs of each project
activity. A weighting approach will also be used to determine
the overall quality of the project. +e weight of each activity
indicates its importance and impact on the overall quality of
the project. Usually, using more effective execution methods
reduces the time to perform an action, but you have to pay
more for using more efficient resources and technologies.
+is means paying more for the quality of an action. Finding
a solution to the problem of balancing time, cost, and quality
involves determining the optimal combination of execution
methods for all the activities that make up the project so that
an optimal variety of time, cost, and quality is created for the
project.

Performance criteria of time, cost, and quality related to
different implementation methods of each activity are col-
lected and calculated by project managers or engineers based
on past or current experiences or based on the opinion of
experts. Of course, it is not possible to express these pa-
rameters, especially the quality of an activity, in precise and

specific values. In addition, due to environmental and
temporal conditions, and especially the mentality of man-
agers and engineers in estimating various parameters,
project activities’ evaluation or performance criteria are
expressed in an uncertain, vague, and inaccurate manner.
On the other hand, fitting and estimating the relationship
between the implementation method of activity and the
performance criteria related to that activity can be very weak
due to the uniqueness of the project or its activities and other
factors such as environmental conditions, equipment
specifications, staff efficiency, material supply conditions,
and coordination problems between stakeholders and re-
tailers.+erefore, the existence of uncertainty and ambiguity
in evaluating and expressing the performance of each project
activity as well as the project as a whole is obvious and
unavoidable.

In time balance, cost, and project quality, very strong and
efficient models over time have been presented. However, as
a development on the current models, as well as to inves-
tigate the issue of time balance cost and quality due to the
ambiguity and uncertainty in determining and expressing
the performance criteria of each project activity (the issue of
time balance, cost, and fuzzy quality), the multiattribute
utility technique will be studied. In this technique, time, cost,
and quality of each project activity and time, cost, and
overall quality of the project are considered as fuzzy
numbers.

3.1. Research Assumptions. In the previous section, along
with a description of the proposed problem, the various
assumptions and topics in the problem are examined. Still, in
general, the assumptions considered in this dissertation can
be presented as follows:

(i) +ere is no interruption in the implementation of
various project activities.

(ii) Due to technological and executive needs, project
activities have prioritized relationships.

(iii) +e activities that make up the project or its
network are nonrotating.

(iv) Each project activity can be implemented in a small
number of different implementation methods.

(v) Activities are definite, but each activity’s duration,
cost, and quality are uncertain, vague, and
inaccurate.

(vi) Using effective and efficient execution methods
reduces the execution time of each activity.

(vii) +e use of effective and efficient execution
methods increases the quality of execution of each
activity.

(viii) Applying effective and efficient implementation
methods increases the costs of each activity.

(ix) Data on each activity’s time, cost, and quality are
trapezoidal or triangular fuzzy numbers.

(x) To calculate the desirability of each execution
method in the problem of balance of time, cost,
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and fuzzy quality, the multiattribute utility tech-
nique is used. +en, the best answer (best execu-
tion method) is found using a meta-innovative
algorithm.

(xi) +e total project time is calculated based on the
time of activities located in the critical path, and
the fuzzy critical path method is used to find the
end time of the project. +e project’s total cost is
obtained from the sum of the cost of each inde-
pendent activity in the project, and the total quality
of the project is obtained through a weighting
approach to each activity and the sum of the
weighted quality of each activity for all projects
activities.

3.2. An Overview of the Issues of Trade-Off of Cost, Time, and
Quality of the Project. When a project is completed, the
time-cost trade-off issue is an issue for the project manager,
and quality or performance becomes a key issue [36]. In
balancing the cost and time of the project, in a situation
where the quality decreases after reducing the time of ac-
tivities, the reduction of project activities is not desirable. As
a result, it is better to increase the project completion time
[20, 37]. In such cases, which may occur during the
implementation of the project, preventive measures are
taken to prevent rework or changes. Contractor time, cost,
and project management requirements are important ele-
ments in determining the success of information systems
and technology projects [38]. +e quality of the method
obtained helps project managers determine changes in
project activities’ quality. It helps them achieve the correct
initial activities with the actual quality compared to the
planned quality [39].

Project quality results from the accumulated contri-
butions of all activities implemented throughout the
project life cycle. If the project’s output meets the expec-
tations of the project contractor, the project is considered
successful [40]. +e project contractor prioritizes the
availability of results in the long run because the project
must be profitable. Completing the project on time and
within budget is not enough because the work must also be
of acceptable quality.

Previous research has shown that project quality is more
important than other factors such as time and cost and is
also satisfactory for defining a successful project. +e con-
tractor’s consent is essential for success because the project
output is passed on to the contractor [41].

Scheduled projects are usually supplemented by rework
or modification in time-cost balance issues. +e project is a
set of one-time activities limited by time, cost, and quality
factors, and its success depends on establishing a good
balance between the three factors mentioned [42]. If any of
the factors are overemphasized, the weight of the project falls
on the other two factors. +erefore, the failure of project
activities should be considered an essential factor in bal-
ancing issues.

3.3. Proposed Model. +e proposed model in this disser-
tation is in the multiobjective project scheduling problem
in multimode mode. Over the past decade, the issue of
multimode project scheduling has become a standard issue
in the subject literature, which can be summarized as
follows. +e multimode project scheduling problem con-
siders an active project, each numbered j � 1, 2, . . . , n. As
soon as another activity starts, it is impossible to stop the
activity, and there is no interruption in implementing
project works. Due to technological and executive needs,
there are prioritized relationships between project activi-
ties. +ese relationships are represented by the set of
prerequisites for an activity Pj. +ese sets mean that the
activity cannot start before the prerequisite activity i ∈ Pj.
Introductory relationships with an activity on node net-
work can be displayed. +e basic premise is that these
networks are nonrotational. Each of the activities in this
network can be completed with different implementation
methods (using other resources and technologies). +ese
execution methods or different modes of activity execution
are finite, and using each of them will lead to extra time,
cost, and quality for each activity. In fact, in the execution
of activity j, there are kj types of execution methods, each
of which is numbered with the numbers k � 1, 2, . . . , K. +e
time, cost, and quality of performing the activity in exe-
cutable mode are displayed with Djk, Cjk, and Qjk, re-
spectively. In the display of each project, two additional
activities j � 0 and j � n + 1 are defined, which indicate the
beginning and completion of the whole project. +ese two
activities are virtual, have zero execution time, and do not
use any resources.

A timetable for assigning end times Fj to different ac-
tivities is defined. +e purpose of the proposed model is to
perform all project activities only in one of the possible
modes so that the prerequisite relationships are satisfied and
create a balance between the three objective functions of
cost, time, and quality of the project.

Table 1: Categorized previous study.

Author(s) Reference number
Method

GT1 Robust LP2 NLP3 GA4 Simulation
Lotfi et al. 43 ∗ ∗
Babu and Suresh 44 ∗
Zhang et al. 45 ∗
Lotfi et al. 51 ∗
Abolghasemian et al. 52 ∗
Note. 1Game theory (GT). 2Linear programming (LP). 3Nonlinear programming (NLP). 4Genetic algorithm (GA).
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3.3.1. Proposed Model. +is model lists all the constraints
required for a multimode project scheduling problem. +is
model is the basis of most of the research that has been done
in this field, which is described in detail in the second
chapter, so it is fully described in this section. +e pa-
rameters used in the model are as follows:

(i) Model Assumptions

+e network of nodes AON as a graph G � (V, E)

Virtual activity 1 Initial activity and virtual activity
n End activity of the network
Divide the project into smaller phases
Time is a continuous element

(ii) Indices

i, j: index of the number of activities i, j� {1, 2, . . .,
n}
m: the number of times to perform each activity
m� {1,2, . . ., n}

(iii) Symbolization

djm: time to perform jth activity in m mode
Dj: the time to perform the w activity by con-
sidering the execution modes mth

cjm: the cost of doing j activity in m mode
Cj: the cost of performing the jth activity by
considering the executive modes m

qjm: the quality of j activity in m mode
Qj: the quality of performing the j activity by
considering the execution modes m

wj: the weighting factor of the effect of the quality
of j activity on the quality of the whole project
Pj: a set of prerequisite activities for j

TH: schedule horizon

(iv) Variable

xjm: if hm activity is performed in jth mode, it is
equal to one; otherwise, it is zero.
Fj: the time of completion of j activity

+e first model:
minZ1 � Fn, (1)

minZ2 � 􏽘
n

j�1
Cj, (2)

maxZ3 � 􏽘
n

j�1
wj · Qj, (3)

􏽘

mj

m�1
xjm � 1, ∀j � 1, 2 . . . , n, (4)

Dj � 􏽘

mj

m�1
xjm · djm, ∀j � 1, 2 . . . , n, (5)

Fj ≥Fk + Dj, ∀j � 1, 2 . . . , n, ∀k ∈ Pj, (6)

Cj � 􏽘

mj

m�1
xjm · cjm, ∀j � 1, 2 . . . , n, (7)

Qj � 􏽘

mj

m�1
xjm · qjm, ∀j � 1, 2 . . . , n, (8)

xjm ∈ 0, 1{ }, ∀j � 1, 2 . . . , n, m � 1, 2, . . . , mj,

Fj ∈ R, ∀j � 1, 2 . . . , n.
(9)

Constraint (4) ensures that j activity must be performed
in only one of its modes. +e next constraint (5) determines
the time required for each project activity by considering the
execution mode of each activity. One of the essential lim-
itations of the specified project scheduling problem is the
operational sequence of activities based on the prerequisite
relationships of the activities. +is limitation is given in
equation (6). In this equation, the completion time of an
activity is always greater than the completion time of its
prerequisite activities plus the duration of that activity.

Limits (7) and (8), as well as Limit (5), indicate the cost
and quality of each activity, taking into account the relevant
execution mode. Limitations (1)–(3) indicate the time, cost,
and overall quality of the project, respectively. +e first
chapter states that the project completion time (constraint
(1)) can be calculated by summing the critical path activity
times. Project cost will also simply be obtained from the sum
of the costs of each project activity (constraint (2)). In
constraint (3), a weight combination approach was used to
determine the overall quality of the project. +e weight of
each activity indicates its importance and impact on the
overall quality of the project. Usually, using more effective
execution methods will reduce the time required to perform
the activity. Still, more costs will have to be paid in con-
nection with the use of more efficient resources and tech-
nologies. +is means paying more for the quality of an
activity.

Finding a solution to the problem of balancing time, cost,
and quality involves determining the optimal combination
of execution methods for all the activities that make up the
project so that an optimal combination of time, cost, and
quality is created for the project. Given the conflict in the
intended objective functions, the multiobjective solution
approach should solve the proposed model. +erefore, the
next section examines the methods of achieving the goal and
presents the desired method.

3.3.2. Multiple Attribute Utility Method. Researchers have
developed a variety of methods for solving multiobjective
problems. Some of these methods are:

(1) Hierarchical Method: in this method, the goals are
arranged and optimized for their priority.

(2) Utility Method: in this method, a utility function is
defined as a linear combination of objectives in
which each of the objectives is given a separate
weight. +is function will be considered the target of
the problem and will be optimized.
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(3) Ideal Planning: in this method, an ideal level is
defined for each goal. Here, the goal is to find a
sequence that is as close as possible to the ideal value
of the target. In this method, sometimes one of the
goals is considered the main goal of the problem and
the other goals are considered the constraints of the
problem.

(4) Simultaneous or Pareto Method: in this method,
innovative or superinnovative methods will be used
to produce or estimate efficient and effective
solutions.

(5) Interactive or Conversational Method: in this
method, decision-makers state their priorities re-
garding several answers obtained from the solution
method and then agree on some answers.

Each of the methods described has its advantages and
disadvantages. Methods 1, 2, and 3 require more informa-
tion and parameters. Methods 1 and 2 are practical but
cannot produce good and efficient answers. Methods 3, 4,
and 5 are more complete than the first twomethods and have
been further studied. In general, the method chosen to solve
the problem depends on the characteristics of the problem
and the space under discussion. +is dissertation uses an-
other method called multiple attribute utility. +e multiple
attribute utility technique was introduced in the eighteenth
century by [43]. Multiple attribute utility is an analytical
method for deciding problems based on several criteria. +e
application of the multiple attribute utility method in
construction includes studies in procurement route selection
[44] and evaluation of construction engineering perfor-
mance [45].

Multiple attribute utility means the degree of utility
associated with the output of each design. A plan may be
chosen according to the priority of the decision-makers or
the importance of each independent criterion or function.
Each option or design that is evaluated is measured through
multiutility functions that express each independent crite-
rion in sequence and are formed using a set of weights. Each
weight indicates the decision-maker’s priority or the im-
portance of each action. If there are J≥ 1 criteria for each
option or scheme, the vector Y � (y1, . . . , yJ) represents a
vector of functions for that scheme. +erefore, the multiple
utility combination for calculation in this scheme is cal-
culated according to the following method.

U � 􏽘

J

j�1
wjuj, U ∈ [0, 1]; uj ∈ [0, 1]􏽮 􏽯, (10)

where uj, (j � 1, 2, . . . , J) is a function of the single-char-
acteristic utility for the function j. wj is the weight for z, and
the sum of all weights is 1, i.e., 􏽐

J
j�1 wj � 1. Individual utility

functions are classified into three types: exposure to risk, risk
aversion, and neutral risk [46]. +e neutral risk utility
function is most commonly used and is calculated as follows:

uj � ajyj + bj, (11)

where aj and bj are fixed values and can be calculated based
on the best and worst performances whose level sizes reach

the lowest level of zero and the highest level of 1, respectively.
Considering the project criteria such as time, cost, and quality
in relation to the combination of construction methods,
equations for calculating single-characteristic values for time,
cost, and quality of a project are expressed as follows:

uD �
D

+
− D

D
+

− D
−,

uC �
C

+
− C

C
+

− C
−,

uQ �
Q − Q

−

Q
+

− Q
−.

(12)

In the above relationships, D, C, and Q represent time,
cost, and quality of the project, respectively. D+ and D−

represent the largest and smallest project times, respectively.
C+ and C− also represent the highest and smallest costs of
the whole project, respectively. Q+ and Q− represent the
maximum and minimum overall quality of the project,
respectively. If the weights of the three criteria are equal to
wD, wc, and wQ, then the desirability of the composite
characteristic is obtained through the following equation.
+e optimal design is the design that has the most desirable
composite feature:

U � wDuD + wCuC + wQuQ. (13)

Considering the concepts presented in the previous
section, the appropriate modeling of the multiple attribute
utility method for the problem of time, cost, and quality
balance will be as follows.

maxU � wDuD + wCuC + wQuQ,

uD �
D

+
− Fn

D
+

− D
−,

uC �
C

+
− 􏽐

n
j�1 Cj

C
+

− C
− ,

uQ �
􏽐

n
j�1 wj · Qj − Q

−

Q
+

− Q
− ,

􏽘

mj

m�1
xjm � 1, ∀j � 1, 2 . . . , n,

Dj � 􏽘

mj

m�1
xjm.djm, ∀j � 1, 2 . . . , n,

Fj ≥Fk + Dj, ∀j � 1, 2 . . . , n, ∀k ∈ Pj,

Cj � 􏽘

mj

m�1
xjm.cjm, ∀j � 1, 2 . . . , n,

Qj � 􏽘

mj

m�1
xjm.qjm, ∀j � 1, 2 . . . , n,

xjm ∈ 0, 1{ }, ∀j � 1, 2 . . . , n, m � 1, 2, . . . , mj,

Fj ∈ R, ∀j � 1, 2 . . . , n.

(14)
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As stated in the previous sections, the performance cri-
teria of time, cost, and quality related to the different
implementation methods of each activity are collected and
calculated by project managers or engineers based on past or
current experiences or based on expert opinion. Of course, it
is not possible to express these parameters, especially the
quality of an activity, in precise and specific values. In ad-
dition, due to environmental conditions, especially the
mentality of managers and engineers in estimating various
parameters, project activities’ evaluation, or performance
criteria is expressed in an uncertain, vague, and inaccurate
manner. On the other hand, fitting and estimating the re-
lationship between the implementation method of activity
and the performance criteria related to that activity can be due
to the uniqueness of the project or its activities and other
factors such as environmental conditions, equipment speci-
fications, staff efficiency, supply conditions, and coordination
problems. +erefore, the existence of uncertainty and am-
biguity in evaluating and expressing the performance of each
project activity and the project as a whole is evident and
unavoidable.

+erefore, as a development of the present models and
also to investigate the problem of time, cost, and quality
balance due to the ambiguity and uncertainty in determining
and expressing the performance criteria of each project
activity (time, cost, and fuzzy quality balance problem), the
multiattribute utility technique will be studied in the next
section.

4. Adjust the Parameters Using the
Taguchi Method

Under the topics discussed in the previous section, the
design method of Taguchi experiments with a smaller
number of tests leads to a reasonable cost and time savings. It
provides the data needed to analyze and achieve the optimal
conditions. +is advantage has caused the attention of many
researchers in recent years to adjust the parameters required
by their proposed algorithms [47–49]. In this dissertation, by
the above research, the best parameters and operators for
implementing algorithms are obtained using this method.
For more details on applying the Taguchi experimental
design method to parameterization, see [49].

4.1. Select the Appropriate Orthogonal Array. First, how to
use the Taguchi method and select the appropriate or-
thogonal array in this study with one of the methods de-
veloped in this dissertation (PSO) is described. +is example
also demonstrates the effectiveness of the Taguchi method in
saving cost and time compared to the complete factorial
experiment design method.

In this algorithm, using preliminary experiments for the
parameters and operators mentioned above, there are four 3-
level factors and one 5-level factor. Factors and their levels
are shown in Table 2. In total, to implement the algorithm to
solve the problem, 81× 10×10× 5×10 experiments with the
complete factorial method are required, which is equal to
12150 experiments.

Due to the importance of reducing cost and time in the
implementation of algorithms, especially in scheduling the
implementation of this approach, designing experiments is
not cost-effective, so Taguchi fractional factorial designs will
effectively save time and money. Taguchi standard and
simple designs have been used in fewer experiments at the
optimum point and in estimating the effect of important
factors. In the first step, the required number of degrees of
freedom must be calculated to implement the Taguchi
method to fit the appropriate orthogonal array. In this case,
one degree of freedom is required for the total average, four
degrees of freedom for the five-level factor, and two degrees
of freedom for each three-level factor (in general, for four
two-level factors, 8� 4� 2 degrees of freedom). +erefore,
the sum of the required degrees of freedom is equal to

(2 × 4) + 4 + 1 � 13. (15)

+erefore, an array with at least 13 rowsmust be selected.
According to the Taguchi standard orthogonal arrays, it is
clear that in orthogonal arrays L16 and L18, this condition is
established that the L18 array is selected according to the
levels of factors. Using the L18 array is that the number of
parameters and array levels do not match the PSO algorithm.
+erefore, this array is modified with matching techniques.
Because in the proposed particle optimization method, there
are four 3-level parameters, and in the L18 array, there are
six three-level parameters, the two columns of the L18 array
must be removed. Also, using the virtual level technique, the
six-level column is converted to a five-level parameter, one
of which must be executed twice in L18 in this column, and
the fifth level is selected.

In the virtual surface technique, the accuracy of repeated
surfaces is twice the parameter accuracy of other levels.
When modifying arrays, the point to note is that the
modified array remains orthogonal. Tables 3 and 4 show the
structure of the L18 array and the modified array structure
for the proposed particle mass optimization algorithm. +e
total number of implementations of the previous example

Table 2: Candidate factors and levels in the group particle opti-
mization algorithm (PSO).

Factors PSO symbol PSO levels

C2 A
A(1): 0.6
A(2): 0.75
A(3): 0.9

Iteration B
B(1): n

B(2): 2∗ n
B(3): 3∗ n

W C
C(1): 0.85
C(2): 1.2
C(3): 1.4

Population size D
D(1): 0.5∗ n

D(2): n
D(3): 2∗ n

C1 E

E(1): 0,9
E(2): 1
E(3): 1.1
E(4): 1.2
E(5): 1.4
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problem using the Taguchi method will be 540�10×18×10
times, and if 12150 has been performed using the full-fac-
torial test design method, 11610� 540–11250 tests have been
saved in time and cost.

Before implementing the algorithms, appropriate pa-
rameters and candidate levels were first selected for all al-
gorithms using preliminary experiments to solve the
problem under study. +en, using the method mentioned
above, the appropriate orthogonal arrays are selected for
execution according to these factors (parameters and op-
erators). Finally, with the implementation of each algorithm,
the best factors were obtained, which will be explained in the
following sections on how to select the best parameter.

It should also be noted that, in most articles and previous
researches, the parameters and operators of meta-innovative
methods with which the algorithm presented in the research
are compared, either user-defined or adapted from previous
research, and only the parameters and operators of the
proposed algorithm are adjusted. +e quality of the answer
of an algorithm and its optimal parameters depends largely
on the type of objective function and the problems used in it
[50]. For this reason, in this study, for the conditions to be
equal for all the proposed algorithms and other algorithms,
the Taguchi method and parameter adjustment are applied
to all algorithms.

4.2. Factor Adjustment and Levels of Each Factor Model-
Solving Algorithms. To solve the problem, two meta-heu-
ristic algorithms, including group particle optimization
(PSO) and artificial bee colony (ABC) optimization, are
compared. For each of these algorithms, appropriate pa-
rameters have been selected using preliminary experiments
shown in Tables 2 and 5 that the best and best combination
of parameters and operators should be selected using the
Taguchi method. +e meaning of n in Table 6 is the number
of project activities in each problem instance.

4.3. Creating Sample Problems. According to the article
mentioned in the first section, sample problems are created
completely randomly, which is used to evaluate the per-
formance of the proposed algorithms. +ese issues include
10 combinations of the number of activities () and the
maximum number of executable modes (). To be more
confident and eliminate random factors, each issue was run
independently 3 times. +e independence of each repetition
means that the results after each performance are completely
independent and not interdependent. To perform the ex-
periments, all the algorithms used in this dissertation were
programmed with MATLAB software on a personal com-
puter with a 2.27GHz 5i core microprocessor and 4.00GB
memory and then executed.

4.4. Selecting the Best Factors. In each test run, the value of
the objective function obtainedmust be converted according
to the Taguchi method to the signal-to-noise ratio, a re-
sponse variable, and analyzed according to its changes.

Table 3: L18 orthogonal array suitable for particle mass optimi-
zation algorithm.

Trial A B C D E F G
1 0 0 0 0 0 0 0
2 0 0 1 1 2 2 1
3 0 1 0 2 2 1 2
4 0 1 2 0 1 2 3
5 0 2 1 2 1 0 4
6 0 2 2 1 0 1 5
7 1 0 0 2 1 2 5
8 1 0 2 0 2 1 4
9 1 1 1 1 1 1 0
10 1 1 2 2 0 0 1
11 1 2 0 1 2 0 3
12 1 2 1 0 0 2 2
13 2 0 1 2 0 1 3
14 2 0 2 1 1 0 2
15 2 1 0 1 0 2 4
16 2 1 1 0 2 0 5
17 2 2 0 0 1 1 1
18 2 2 2 2 2 2 0

Table 4: Modified array L18 for particle mass optimization
algorithm.

Trial A B C D E
1 0 0 0 0 0
2 0 0 1 1 1
3 0 1 0 2 2
4 0 1 2 0 3
5 0 2 1 2 4
6 0 2 2 1 4
7 1 0 0 2 4
8 1 0 2 0 4
9 1 1 1 1 0
10 1 1 2 2 1
11 1 2 0 1 3
12 1 2 1 0 2
13 2 0 1 2 3
14 2 0 2 1 2
15 2 1 0 1 4
16 2 1 1 0 4
17 2 2 0 0 1
18 2 2 2 2 0

Table 5: Factors and candidate levels in artificial bee colony (ABC)
optimization algorithm.

Factors HS Symbols HS levels

Number of bee NP
NP(1): n

NP(2): 2∗ n
NP(3): 3∗ n

Abandoned limit LIM
LIM(1): 50
LIM(2): 70
LIM(3): 100

Iteration INT
INT(1): n

INT(2):2∗ n
INT(3): 3∗ n
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1
n

􏽘

n

i�1

1
y
2
i

⎛⎝ ⎞⎠. (16)

In Taguchi’s method, the S/N ratio is a ratio variable to
which the objective function is converted in each execution
to make a decision. In this research, according to the selected
S/Ns ratio appropriate to the nature of the problems of this
research, the maximum S/Ns ratio for each factor in each
algorithm is selected as the optimal factor.

4.4.1. Selecting the Optimal Factors of Model-Solving
Algorithms. +e results of the whole implementation of the
model-solving algorithms by designing Taguchi experiments to
adjust the parameters are shown as S/Ns ratio in Figures 2 to 9.

According to the above figures, the best factors for the
final implementation of the algorithms for solving the model
are given in Tables 7 and 8.

4.5. Computational Results. +erefore, the use of methods is
meta-innovative, so first, with the parameters and optimal
operators of each algorithm obtained by the Taguchi method
in the previous section, the results of the implementation of
the algorithms are presented on the sample problems created
in this chapter. In the sample of problems created to perform
experiments by changing dimensions such as the number of
project activities and execution modes of each activity, due
to differences and nonuniformity of the scale of the value of
the objective functions, the percentage of relative deviation
in (17) has been used to compare algorithms.

RPD �
Maxsol − ALGsol

Maxsol
× 100. (17)

In the results section, we compare the performance of
algorithms for the size of the problem, which changes with
an increasing number of activities. +at ALGsol is the result
of the algorithm, and Maxsol is the maximum amount of
answers. In this ratio, the lower the RPD, the better the
response quality and performance of the algorithm. After
summarizing the RPD results, the performance of the al-
gorithms is plotted in the form of graphs and tables.

4.5.1. Results of Implementation of Algorithms. +e pro-
posed algorithms for solving the model were described in the

previous sections. +e RPD results obtained from imple-
menting the studied algorithms are shown in Table 9. Table 9
shows the high-quality performance of the particle mass
optimization algorithm with an average of 0.015 in solving
the problem of time, cost, and fuzzy quality balance de-
veloped in the previous chapter. Comparing the two pro-
posed particle mass and artificial bee colony algorithms, it
can be seen that the PSO algorithm performed better.
Figure 10 also shows a comparison diagram of the two
proposed algorithms.

Since different combinations of parameters are involved
in the implementation of an algorithm, different quality
answers can be achieved. In this section, the topics related to

NP (1)=n NP (2)=2n NP (3)=3n

NP -1.961039873 -1.916167579 -1.961476182

-1.97

-1.96

-1.95

-1.94

-1.93

-1.92

-1.91

-1.9

-1.89

S/
N

 ra
tio

number of bees

Figure 2: Graph of average S/N ratio for each level of NP factor of
ABC algorithm in model solving.

LIM (1)=50 LIM (2)=70 LIM (3)=100

LIM -2.072682172 -1.876661421 -1.889340041

-2.1

-2.05

-2

-1.95

-1.9

-1.85

-1.8

-1.75

S/
N

 ra
tio

abandoned limit

Figure 3: Graph of the average S/N ratio for each level of the ABC
algorithm lim factor in model solution.

INT (1)=n INT (2)=2n INT (3)=3n
INT -1.845402336 -1.874908565 -2.118372733

-2.15
-2.1

-2.05
-2

-1.95
-1.9

-1.85
-1.8

-1.75
-1.7

S/
N

 ra
tio

iteration

Figure 4: Graph of the average S/N ratio for each level of the int
factor of the ABC algorithm in solving the model.

Table 6: Modified Taguchi L9 orthogonal array for artificial bee
colony optimization algorithm.

Trial NP LIM INT
1 0 0 0
2 0 1 1
3 0 2 2
4 1 0 1
5 1 1 2
6 1 2 0
7 2 0 2
8 2 1 0
9 2 2 1
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setting the parameters of the algorithmwere presented. After
using the previous research and preliminary experiments in
this issue, the appropriate values of the parameters and
operators of the algorithms and levels of each were deter-
mined, and the appropriate arrays of the design method of
Taguchi experiments for execution were determined.

In this regard, first, how to create sample problems was
described. With this example, the optimal-level problems of
the parameters of 2 meta-heuristic algorithms were obtained
by the Taguchi experimental design method. +e results of
comparing the algorithms in most of the samples show
better performance of the particle mass optimization

method. In the innovative oven methods, both Taguchi and

restart phase methods were used to improve the perfor-
mance of these methods.

5. Managerial Insight and Practical Implication

Researchers in previous studies have used innovative and
ultra-innovative methods to solve these problems to avoid
further complexity. +e development of accurate methods is
also very important because they are the only valid scale by

A (1) : 0.6 A (2) : 0.75 A (3) : 0.9

C2 -1.585176034 -1.636979537 -1.612183566

-1.65
-1.64
-1.63
-1.62
-1.61

-1.6
-1.59
-1.58
-1.57
-1.56
-1.55

S/
N

 ra
tio

C2

Figure 6: Graph of average S/N ratio for each level of factor C2 of
PSO algorithm in model solving.

C (1) : 0.85 C (2) : 1.2 C (3) : 1.4

W -1.294756947 -1.28031954 -1.489138224

-1.55
-1.5

-1.45
-1.4

-1.35
-1.3

-1.25
-1.2

-1.15

S/
N

 ra
tio

W

Figure 7: Graph of average S/N ratio for each level of factor W of
PSO algorithm in model solution.

D (1) : 0.5n D (2) : n D (3) : 2n

Popluation size -1.461356221 -1.338773702 -1.264084789

-1.5

-1.45

-1.4

-1.35

-1.3

-1.25

-1.2

-1.15

S/
N

 ra
tio

Popluation size

Figure 8: Graph of the average S/N ratio for each level of the
POPSIZE factor of the PSO algorithm in solving the model.

B (1) : n B (2) : 2n B (3) : 3n

Iteration -1.422220523 -1.347860826 -1.294133362

-1.45

-1.4

-1.35

-1.3

-1.25

-1.2

S/
N

 ra
tio
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Figure 9: Graph of average S/N ratio for each level of INT factor of
PSO algorithm in model solving.

Table 7: Optimal parameters and operators of ABC algorithm.

Factors Optimum level
NP 2n
LIM 70
INT N

Table 8: Optimal parameters and operators of PSO algorithm.

Factors Optimum level
C2 0.6
ITERATION 3n
W 1.2
POPSIZE 2n
C1 1.2

E (1) : 0.9 E (2) : 1 E (3) : 1.1 E (4) : 1.2 E (5) : 1.4

C1 -1.3220469 -1.3825715 -1.3198345 -1.3146545 -1.394661

-1.42
-1.4

-1.38
-1.36
-1.34
-1.32

-1.3
-1.28
-1.26

S/
N

 ra
tio

C1

Figure 5: Graph of average S/N ratio for each level of factor C1 of
PSO algorithm in model solution.
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which innovative and meta-innovative methods can be
evaluated. In this article, considering the quality coefficient
of the project as one of the pillars of the project, it examines
the cost-time exchange. In recent years, new methods of
cost-time balance have been proposed. In project scheduling
calculations, the first time to complete the last activity is the
project delivery date. Project completion time is generally
reduced by revising network logic or shortening activities at
a higher cost. As the duration of activities decreases, the
quality of each move, i.e., the proximity of the project de-
livery products to the expectations of the employer or the
customer, decreases. In the discussion of the balance be-
tween the three functions of cost, time, and project quality,
cost sensitivity analysis is performed against changes during
the duration of the activity, which aims to obtain the best
combination of reducing the time of activities. In this way,
the total cost of the project is minimized and the quality of
the whole project is maximized.

6. Conclusion

+e general approach of this dissertation in dealing with the
issue of uncertainty in the management and planning en-
vironment of project activities has been different from
previous research.+is means that instead of considering the
expected value of various parameters of project activities
during modeling, fuzzy number theory has been used as a
tool to analyze and optimize the planning and management
of project activities.

Accordingly, in the third part, the project’s balance of
time, cost, and quality are modeled as a fuzzy model. In the
designed model, the performance measures of each activity,

such as time, cost, and quality, are considered exemplary or
trapezoidal fuzzy numbers. It is assumed that there is no
interruption in the implementation of various project ac-
tivities, and each project activity can be implemented in a
small number of different implementation methods. Due to
the multiobjective nature of the problem ahead, the mul-
tiattribute utility technique has been used to calculate the
desirability of each implementation method in terms of
fuzzy time, cost, and quality.

Although the issue of balancing time, cost, and quality of
project activities is one of the most important issues in the
field of project planning and management, very little re-
search has examined this type of issue. In many studies, the
goal is to minimize the overall execution time of the project.
However, for many project managers, balancing the per-
formance metrics of a project is very important. Another key
hypothesis that has been considered in less research is the
focus of the present study on solving the problem of fuzzy
time, cost, and quality balance through two meta-heuristic
algorithms of particle mass optimization and fuzzy multi-
objective artificial bee colony.
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