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The main difference between rough set theory and some methods of uncertainty theory, such as probabilistic data mining, fuzzy
set theory, and evidence-based data mining, is that they do not require any prior knowledge beyond the data set being processed.
This is also its advantage. At present, rough set theory has been well applied in artificial intelligence, knowledge discovery, pattern
recognition, fault detection, and so on. According to the discovery model of classification knowledge, the attribute reduction of
decision table, classification rule reduction, and classification algorithm under the condition of missing attribute are discussed. It
tests the effectiveness of the knowledge recognition algorithm. The effectiveness of the algorithm proposed in this article reaches

87.6%, 84.4%, 94.97%, and 96.34%.

1. Introduction

With the rapid development of science and technology and
the continuous progress of human civilization, individuals
on the Earth have become more and more complex, so the
information describing individuals has become more and
more inflated and blurred. Also, the data obtained by a
system are often inaccurate due to noise during acquisition.
Therefore, in the face of a large amount of information, an
uncertain and imprecise environment, the process of pro-
cessing this information, and the process of target recog-
nition become increasingly difficult and important.
Therefore, how to extract implicit useful knowledge from
this complex environment to help people make correct
decisions or classify and identify has become a concern of
many scholars. Financial management is a more important
and indispensable part of enterprise management. It covers
every department in an enterprise or an organization and
has a high promotion value for improving the overall
economic benefit level of the enterprise. It plays a very
important role in the financial management of enterprises.

A fuzzy rough set is an extension of a rough set. By
introducing fuzzy sets, it enables the attribute values of the
target to be fuzzified rather than discretized using the

relevant fuzzy theory. The fuzzification process preserves the
differences in the original attribute values. Therefore, fuzzy
rough sets can deal with uncertain and fuzzy information
data more effectively. Compared with rough sets, the re-
duction and decision rules of the original database obtained
by fuzzy rough set analysis and processing have higher
accuracy.

Regarding rough sets, related scientists have made the
following research. Ju describes a new cost-aware coarse-
graining model that uses a multiple granularity approach.
He constructed a lower- and upper-cost-aware method
with multiple granularities and showed that in the multiple
granularity framework, the data granularity and method
are sensitive to decision and testing costs [1]. Ge uses the
13-moment eigenvalues retained by the rough set feature
selection algorithm as input variables. It has the same
computational error and recognition rate with reduced
computational time steps [2]. She extends previous re-
search on rough sets in two ways. He extended previous
research from single particle to multi-particle, studying
multi-granularity rough set theory from the perspective of
three-way decision. He proposed a five-valued semantics
for a multilinear rough set model generating a nonde-
terministic matrix [3]. Hu proposed a set method based on
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rough set theory for incremental rough clustering. The
quality of the final solution depends somewhat on the size
of the set, and the parameter settings are reasonable to
achieve the coarse approximation. The proposed method is
robust to various conditions of rigid clustering [4]. Dev
suggests that color channel selection is important for the
accurate sky and cloud segmentation in images from
ground-based cameras. He suggested using the approxi-
mate amount of visible light in the images to select the
color channels. His proposed method evaluates the con-
tribution of color channels to segmentation and deter-
mines the most efficient channel [5]. Singh introduced a
technique based on rough set theory to model these
symbolic representations. He provides an intuitive insight
into the imprecise and imperfect knowledge of criminals.
He has achieved good results in viewing sketch databases
and forensic sketch databases [6]. Ji proposed a robust
modified Gaussian mixture model with coarse theory for
image segmentation. He compared the algorithm with
synthetic and real image segmentation methods to dem-
onstrate the superior performance of the proposed algo-
rithm [7]. Azar proposes an improved coarse set-based
predecessor for medical data classification. Coarse set
priors can be used to process regular features. He proposed
a method for applying dominance-based rough sets to
ordered features. A dominance-corrected rough pop-
ulation results in higher accuracy [8]. Lee introduced the
conceptual framework of the “relative value trading sys-
tem.” The framework focuses on the data characteristics of
the currency futures market using correlation analysis and
proxy analysis. The results of the experiments and analysis
show that the correlation coefficient of currency pairs
should be taken into account when developing a robust
and profitable VR trading system in the currency futures
market [9]. Kang proposes a grey stack with variable ac-
curacy and variable precision. He further builds multiple
granular structures by using grey relational relationships
and then employs thresholds to control the number of
satisfying conditions [10, 11]. Hao proposed an automatic
detection model based on the theory of rough quantiza-
tion, which takes into account the information in the field
data. The simulations show that the proposed data-driven
car detection model satisfactorily simulates the behavior of
car detectors operating in micro-traffic [12]. Fan has in-
troduced a new model for rough sets, which is called the
maximum solution model for rough sets. Theoretical
analysis and experimental results show that the algorithm
can efficiently remove most redundant features without
degrading the classification accuracy [13]. Diker proposed
a method for fuzzy rough set models that uses a fuzzy
version of the unit structure function. He defined fuzzy
unit operations on fuzzy networks. It is found that the
approximations of two different fuzzy rough set models
together form two different Galois relations [14]. Zhu
proposed a new element reduction criterion to select the
lowest element. Moreover, the better performance of the
corresponding algorithm in learning rough sets is main-
tained to some extent. Rough sets are an effective tool for
estimating marginal and joint probability distributions of
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tunctions using mutual information[15]. He applied the
cluster correlation analysis method to the indicators and
then the rough series method to determine the weights of
the extracted principal components. The results show that
the weighting method based on rough series theory and
principal component analysis is more reasonable and
objective. Finally, some suggestions are made to promote
the development of clean energy [16]. These methods
provide some references for the research, but due to the
short time and small sample size of the relevant research,
the research has not been recognized by the public.

The innovation of this article is that the concepts related
to rough sets are described using equivalence relation for
classical information systems. It then proposes an attribute
restoration algorithm based on an equivalence matrix to
reduce the information matrix and decision matrix. In the
case of fuzzy information and fuzzy decision matrices, it
defines the concepts of upper approximation and lower
approximation and the meaning of fuzzy functions and
fuzzy matrix functions. It proposes an algorithm for function
reduction and uses the UCI database to demonstrate the
applicability of the algorithm [17, 18].

2. Accounting and Financial Management
Costing Methods

2.1. Rough Sets. Rough set theory mainly uses the rela-
tionships derived from conditional attributes, such as
similarity, correlation, proximity, and ambiguity, to com-
plete data. It also uses the granulation results to evaluate the
target concept for other purposes. It then minimizes the data
model by selecting conditional attributes for different ap-
plication purposes. It also captures the best or strongest
representation of the data to simplify the problem and in-
crease the efficiency [19].

Theories that can effectively deal with inaccurate, im-
precise, and incomplete data analysis can be incorporated
into artificial intelligence theory. It is able to discover
knowledge in data with uncertainty and even in noisy data.
By defining a lower approximation set with certain attri-
bution and an upper approximation set containing uncer-
tainty, it can better describe the boundary problem with
ambiguity. In the objective world, the relationship between
objects and classes is not a simple oppositional relationship
of either black or white. Some objects do not necessarily
belong to a certain class. It may belong to multiple classes at
the same time.

Rough set theory mainly uses information systems to
clearly represent the structure of data and mine the implicit
knowledge.

Ep ={(m,n) e U xU: x(m) = x(n),¥Yx € B}, (1)

where U is the collection of non-empty finite objects and
Ey is the equivalence relation.

[m]g ={n € U: (m,n) € Eg}, (2)

where [m]; is the basic set or basic concept.
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Ez(M) ={m € U: [m]znm#0}
= U{[m]g: [mlzgnM #0}, (3)
Ep (M) ={m e U: [m]gcM} = U{[mly: [m]zcM},
where Ep(M) is the upper approximation set and
Ejp (M) is the lower approximation set.

Eg={(m,n) e UxU: s(m) =s(n),Vs € S}, (4)
where E; is the decision class andS is the positive domain
coordination set.

IMNN|
M

., |M]|>0,

c(M,N) = (5)
0, M| =0,

where M, N are nonempty subsets of finite universes, |M]| is
the cardinality of the set, and ¢ (M, N) is the relative mis-
classification rate.

BDy (M) = U{[m]g: e<c([m]pM)<1-¢}, ©
NGy (M) = U{[mlg: c([mlgpM)>1-¢},

where BDj (M) is the boundary domain and NG (M) is the
negative field.

Cp(my) ={p1> por 3} 75 (M) = v, (7)

where Cg (m,) is the rough decision function and 75 (m,) is
the fine decision function.

MRy (M) = UMCB(m) ={p,: Im e M, [m]znW, #0},
MRy (M) = QMTB(I’YI) ={p,: Im e M, [m]g e W},

(8)

where MRy (M) is the approximate on the mark, MRy (M)
is the approximate under the mark, and E; is the tag in-
formation collection.

C% (m) ={pu; m e F%(Wu)} ={pu: C([m]B’ Wu) <I- 8}’
g ={pu: m € Eg(W,)} = (p,: c(Imlp W,) <e),
9

where c([m]z, W,) is the relative misclassification rate,
C4; (m) is the generalized rough decision function, and 75 is
the generalized fine decision function.

7 - ZmeU|TBZ (m)| +¢(B,)

6p(By) = S , (10)
zmeU|CB1 (m)| ZmeUlCB2 (m)|
where ¢p (B,) is the number of conditional attributes.
MR, (M
£ (M) = %, (11)

where ¢ is the misclassification rate and 7% (M) is the
marking quality of the collection.

25:1 |MRIS‘3 (Mu)l

i , (12)

7p(B) =

where 73, (B) is the mark approximate mass and B is the
condition attribute set.

b
M LM, NZ
S](_) - Zu—1b| u u|, (13)
Z Zu:l IZul
where S, (M/Z) is the inclusiveness.
Y1 |[M PEg (M,,)| + ¢ (B)
6p(B) = ;' . (14)
Zu:1|Mu| MuPEB (Mu)
where ¢ (B) is the mark dependency.
ey TR ()
PR d|P| ’
(15)
M)=1-0z(M)=1-S MR, (M)
wB( ) = —B( ) = —om>

where 74, (B) is the mark approximate mass and B is the
condition attribute set.

Rough set theory is an effective tool to deal with various
incomplete information such as imprecise, inconsistent, and
incomplete. On the one hand, it benefits from its mature
mathematical foundation and does not require prior
knowledge. And on the other hand is its ease of use. Because
the purpose of creating rough set theory and the starting
point of research is to analyze and reason directly on the
data. It discovers hidden knowledge and reveals potential
laws. Therefore, it is a natural data mining or knowledge
discovery method. It is compared with other methods of
dealing with uncertain problems, such as data mining
methods based on probability theory, data mining methods
based on fuzzy theory, and data mining methods based on
evidence theory.

Rough set theory is based on a classification process. It
understands classification as an equivalence relation within a
given space, which forms a spatial division. A rough set
understands information to share data, and each shared set
is called a concept. The main idea of rough set theory is to use
a known database. It describes inaccurate or uncertain data
with data from known databases.

The most significant differences between this theory and
other theories dealing with uncertain and imprecise prob-
lems are: it does not need to provide any prior information
beyond the set of data the problem needs to deal with.
Therefore, the description or treatment of the uncertainty of
the problem can be said to be relatively objective. This theory
fails to include mechanisms for dealing with imprecise or
uncertain raw data. So, this theory is highly complementary
to other theories dealing with uncertainty or imprecision,
such as probability theory, fuzzy mathematics, and evidence
theory.

Rough sets use decision tables as the basic data repre-
sentation. It is based on the classification mechanism. It
understands the classification as the division of the analects



in a specific space by using the equivalence relationship,
which is the ability to classify objects. In the existing decision
table, different attributes play different roles in the process of
knowledge acquisition. Some attributes may play a key role
in the acquisition of knowledge, while others may be re-
dundant. The existence of such redundant information not
only wastes resources but also interferes with people to make
correct and concise decisions. The rough set classification
knowledge discovery model mainly includes the following
steps:

(1) Modeling data acquisition. The so-called modeling
data in the model include a training data set for
model establishment and a test data set for model
accuracy testing. There are two principles when
selecting modeling data: comprehensiveness of data
and validity of data. Comprehensiveness of data
means that the data are derived from the entire scope
of the model’s use rather than a local scope. The
validity of data means that all possibilities can be
fully and effectively reflected through these data.

(2) Data preprocessing. Data preprocessing refers to the
transformation of data into the form of decision
expression. Its purpose is to reduce the difficulty and
complexity of rough set classification knowledge
acquisition and to improve the quality and effect of
knowledge discovery.

(3) Attribute reduction. The attribute reduction is to
destroy irrelevant information given the classifica-
tion capability of the information sorting library.
Since the downgrade process has a large impact on
the downgraded asset valuation rules, similar valu-
ation rules are rarely taken into account.

(4) The classification rules are reduced. It obtains useful
rules in the field by analyzing a sample data set or
database. The regular knowledge pattern obtains the
decision rules from the decision information system.
After attribute reduction of a decision table, as
shown in Figure 1, it is a recognition framework
based on fuzzy rough sets.

The concept of “knowledge” has many different mean-
ings in different categories. In rough set theory, “knowledge”
is considered as a classification ability. Human behavior is
based on the ability to distinguish between real or abstract
objects. For example, in ancient times, in order to survive,
people must be able to distinguish between what is edible
and what is not edible. When a doctor diagnoses a patient, he
must identify which disease the patient has. These abilities to
classify things according to their characteristics can be
regarded as some kind of “knowledge.”

During the classification process, individuals with
similar differences are placed in the same category. Their
relationship is an indistinguishable relationship. It as-
sumes that only two black and white colors are used to
separate objects in space into two categories: black objects
and white objects. Then two objects that are both black are
indistinguishable. Because the information describing
their characteristic attributes is the same, they are all
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FIGURE 1: A recognition framework based on fuzzy rough sets.

black. If the attributes of squares and circles are intro-
duced, the objects can be further divided into four cat-
egories: black square objects, black round objects, white
square objects, and white round objects. At this time, if the
two objects are both black, they are still indistinguishable.
An indistinguishable relation is an equivalence relation.
The indistinguishable relationship between two white
round objects can be understood as their equivalent re-
lationship under the two attributes of white and circle. The
basic set is defined as a set composed of objects that are
indistinguishable from each other in the universe, and it is
the particles that make up the knowledge of the universe.
The concept of indistinguishable relations is very im-
portant in rough set theory. It profoundly reveals the
granular structure of knowledge. It is the basis for defining
other concepts. Knowledge can be thought of as a family
of equivalence relations. It splits the universe into a series
of equivalent classes.

In a rough set, discretization is required for each con-
tinuous attribute. Discretization selects discrete breakpoints
and then uses the breakpoints to divide the value range of the
attribute into several subintervals. The resulting subintervals
are finally mapped into several different exact variables, such
as numbers 1, 2, 3, and so on. Therefore, the attribute values
belonging to a subinterval are also replaced by the exact
variables corresponding to the interval. It can be seen that
the discretization process does not well preserve the dif-
ferences and similarities between the original attribute
values. Figure 2 shows the process of fuzzing a single
attribute.

The simple utility of rough set methods is surprising. It
can be quickly applied within a short time after its creation
because of the following characteristics. It can handle all
kinds of data, including incomplete data and data with many
variables. It handles data imprecision and ambiguity, both
deterministic and nondeterministic. It can obtain the
minimum expression of knowledge and various granular
levels of knowledge. It can reveal conceptually simple, easy-
to-manipulate patterns from data. It can generate precise
and easy to check and verify rules, especially suitable for the
automatic generation of rules in intelligent control.
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FIGURE 2: The process of fuzzing a single attribute.

Rough sets can effectively deal with the following
problems: expression of uncertain or imprecise knowledge;
empirical learning and acquisition of knowledge from ex-
perience; analysis of inconsistent information; uncertain,
incomplete intellectual reasoning; data reduction while
preserving information; and identifies and evaluates de-
pendencies between data.

2.2. Accounting and Financial Management Costing.
Accounting is mainly based on the accrual basis, and the unit
of measurement is currency. Based on the actual transac-
tions of enterprises and institutions, it makes accounting
entries, completes accounting records, and prepares ac-
counting statements and financial statements. Accounting is
the recording, measurement, and communication of
transactions and events of enterprises and institutions. The
use of fictitious transactions and financial data in accounting
is prohibited regardless of the institution. The main purpose
of accounting is to present the financial position, perfor-
mance, and cash flow of businesses and institutions. It also
oversees the financial activities and income and expenditure
of businesses and institutions. The basis of financial man-
agement is the objective existence of economic activities and
economic relations. It is linked to the development of
business and institutional activities. Financial management
refers to organizing financial activities and managing fi-
nancial relationships with various departments of a business
or institution. Financial management is the management of
value. It includes the financial activities of all enterprises and
institutions and controls the entire financial work.
Accounting differs from financial management in its
goals. The end result of accounting is the company’s financial

statements. They provide accounting information about the
financial position, results, and cash flow of a business to
those who use them and reflect the fiduciary responsibilities
of business managers. Managerial accounting helps those
who use financial statements to make informed financial
decisions. Financial management is the management of fi-
nances through business activities in a specific economic
environment. According to the theory and practice of in-
stitutional financial management, the typical goals of fi-
nancial management are profit maximization, unit value
maximization, and stakeholder benefit maximization. As
shown in Figure 3, it is a classification diagram of assets used
by logistic enterprises.

Accounting systems were originally set up for ac-
counting purposes. With the development and evolution
of society, the role of accounting has also undergone
significant changes. Accounting reflects the economic
activities that have taken place or are taking place in an
entity through quantitative changes. It provides financial
information to managers of entities, primarily in the form
of various types of financial statements. Accounting is a
very important part of any business. No business can
survive without accounting. This makes it impossible to
provide complete, accurate, and systematic financial in-
formation. Accounting work should continue to stan-
dardize accounting principles and should further develop
general ledger, subsidiary ledger, and general ledger. It is
necessary to clarify the content of the reconciliation be-
tween the accounts and truly reflect the financial status
and operating results of the institution. This makes the
accounting data of public institutions reliable and pro-
vides accurate and complete financial information for
financial analysis and decision-making units. If the fi-
nancial statements do not contain direct misstatements,
accounting, and other effects, the financial management
unit does not have critical business information and fi-
nancial management has no room for negotiation.
Therefore, accounting records are the foundation of fi-
nancial management.

Financial management is based on the actual financial
position of the company. It uses accounting data to forecast,
plan, manage, evaluate, and control a company’s financial
activities. With the development of society, the market
economy has been accelerating the pace of enterprise
management. As an important concept, corporate financial
management has become the consensus of everyone. Fi-
nancial management is the life guarantee of enterprises and
institutions, and financial management penetrates into all
financial operations of institutions. Whether it is raising,
spending, or distributing money, it is all about financial
management, because all aspects of an institution’s opera-
tion require financial aspects and controls. Since financial
management is directly related to the survival and devel-
opment of an enterprise, its core role in an enterprise is a
realistic need and an objective requirement. Accounting is a
form of expression. It displays an organization’s business
processes and results in the form of data. Financial ac-
counting uses data from a business’ financial statements and
provides a specific method for systematically analyzing and
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FiGure 3: Classification diagram of assets used by logistic enterprises.

evaluating a business’ financial management and perfor-
mance. It provides insight into a company’s profits and
losses and future growth trends. This in turn provides im-
portant financial information for the financial management
of the company and for making better financial decisions.
Financial personnel should have high financial knowledge.
This is the new financial management requirements for fi-
nancial personnel. Enterprises should train and implement
high-quality financial management personnel. Only in this
way, enterprises can strictly implement the management of
excess liquidity of enterprises in their daily work. This will
facilitate the implementation of investment activities by
enterprises. As shown in Figure 4, it is a business use case
diagram of the financial management cost accounting
system.

For small and medium-sized manufacturing enterprises,
the simple general ledger module can no longer satisty the
detailed financial cost accounting. It can be combined with
the introduction of a comprehensive budget management
system or can enable the ready-to-use modules in the
existing financial software. This makes the ERP system
perfectly interpret and make the best use of it. In financial
cost management, capital operation is the main line, and
liquidity is the core assessment objective. It is related to
various capability indicators of the enterprise. Accounting
focuses on the accumulated profits in each period, while
financial cost management looks at the value of various
ratios. A comprehensive budget management system can
integrate human, material, and financial information. It then
forms a system for various cost accounting indicators such as
procurement, production, sales, profitability, and cash flow.
It realizes overall management and control, so that all de-
partments and links within the enterprise can make overall
planning and coordinate actions.

3. Accounting and Financial Management
Costing Experiment

The knowledge in the database is not equally important and
some information is redundant. The purpose of the so-called
feature simplification is to remove irrelevant information
from the database without affecting its categorizability. Since

Account throwing
management

General ledger
management

Billing
management

User

Cost accounting

System account management

management

FIGURE 4: Business use case diagram of financial management
costing system.

the process of feature simplification has a great influence on
the classification rules, the number of features is reduced,
and the corresponding classification rules consider less fac-
tors. If several simplifications have the same minimum
number of eigenvalues, an optimal simplification is obtained.
The simplification scheme with the smallest number of ei-
genvalues is called the best simplification scheme. Figure 5
shows the structure of the knowledge recognition system.

In order to verify the properties and some theorems of
the variable multi-granularity coarse sugar set, three data
sets were selected for simulation experiments, as shown in
Table 1 for data description.

It is assumed that the decision attribute of the data set
Dergy divides its own 376 samples into 4 decision classes and
selects a subset of conditional attribute sets. It calculates the
multi-granularity correlation approximation separately as
shown in Table 2.

In the same way, the Tic and Zo data sets are processed in
the same way, and the multi-granularity correlation ap-
proximations are obtained, as shown in Tables 3 and 4.

In order to verify the effectiveness of the method, a
method to verify the effect of attribute reduction using the
recognition accuracy of the classifier is given, and the rec-
ognition results of the support vector machine are shown in
Figure 6.
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Figure 5: Knowledge recognition system structure.

It can be seen from the figure that the attribute subset
selected by the method in this article obtains a classification
accuracy that is almost the same as that of the unreduced
data set of the full set of attributes. This shows that the
redundant attributes of the data set cannot increase the
classification of the data set.

It uses a completely disjoint test set and training set to
test the effectiveness of the knowledge recognition algo-
rithm. Each group of experiments was carried out 100 times,
and the experimental results were taken as the average value
of each experiment. The experimental results are shown in
Figures 7(a) and 7(b).

It can be seen from the figure that among various
training series, the classification accuracy of the method is
the highest. The effectiveness of the knowledge recognition
algorithm was tested, and the effectiveness of the algorithm
proposed in this article reached 87.6%, 84.4%, 94.97%, and
96.34%. This shows that the method proposed in this article
has the potential to transform general data into almost
continuous values for decision information systems. When
classical mass methods involve continuous-valued proper-
ties, an analysis must be performed first. But the separation
method does not consider the influence of specific condi-
tions on the classification ability of properties. Data col-
lection methods are independent. This will result in data loss
during the discretization process.

Each department entity is regarded as a cost center, and
the financial management department is regarded as a
forecast supervision center. The head office controls pro-
duction and sales and is responsible for both costs and
revenue. It has the responsibility center with all the business
decision-making power. Internal entities are the responsi-
bility centers that do not generate or assess revenue, but
focus on assessing the costs and expenses incurred. The
financial department is the responsibility center for making
financial forecasts, supervising, and evaluating the cost

7
TaBLE 1: Data description.
- Decision
Data set Number of samples  Condition property category
Dergy 376 35 4
Tic 960 9 2
Zo 100 17 7

TaBLE 2: Multiple granularity correlation approximations.

Decision class

Project
Sl SZ S3 S4

Approximation under optimistic multi-
granularity

Pessimistic multi-granularity approximation 38 2 7 5
Optimistic multi-granularity approximation 112 61 72 52
Pessimistic multi-granularity approximation 191 288 189 205

112 52 72 41

TasLE 3: Tic multiple granularity correlation approximations.

Decision
Project class

St S
Approximation under optimistic multi-granularity = 143 443
Pessimistic multi-granularity approximation 2 23
Optimistic multi-granularity approximation 515 815
Pessimistic multi-granularity approximation 935 967

TaBLE 4: Zo multiple granularity correlation approximations.

Decision class

Project

S1 S S5 Sy
Approxlmatlon under optimistic multi- 4 20 3 12
granularity
Pessimistic multi-granularity approximation 133 2 9
Optimistic multi-granularity approximation 41 20 5 13
Pessimistic multi-granularity approximation 68 26 55 26

control of internal entities. Figure 8 shows the relationship
between the responsibility centers.

Experiments are carried out on two companies with the
method proposed in this article. It calculated the accounting
and financial management costs of the company, and the
experimental results are shown in Figure 9. It can be seen
from the figure that the average cost of accounting is higher
than the cost of financial management, and the number of
people responsible for accounting and financial manage-
ment varies from company to company.

A company may have a suitable financial system. But
most companies do not have an in-depth financial expense
accounting system. This makes it difficult to achieve a closed
loop for all system constraints. As mentioned earlier, the
management of fiscal expenditure focuses on cost, time, and
risk assessment. Therefore, it is necessary to improve the
corresponding expenditure system, taking into account both
financial investment and operation. The policies and systems
that many companies adhere to date no longer support
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FIGURE 6: Support vector machine recognition results.

internal management. This seriously affects the management
of corporate financing costs and continues to hinder the pace
of corporate development, which must be managed by
appropriate systems.

The purpose of financial management is theoretically
considered to increase shareholders’ assets. It is mainly
aimed at listed companies. For all companies, this is gen-
erally understood as increasing the market value of the
capital invested by investors. However, the income calcu-
lated in financial management is different from the income
shown in the financial statement. Financial management
must take into account the amount of time and the risk-
benefit ratio. This is also the basic concept of financial
management. Then, from the perspective of financial
management, it is necessary to record the company’s in-
vestment cost and capital cost in detail and always clarify the
concept of “discount” and the understanding of analysis.

4. Discussion

The main focus of managing financial expenses is the po-
tential of capital operations, and there is a lack of calculation
of the company’s total operating expenses. It lacks pre-
liminary planning due to investment costs, uneven distri-
bution of project funds, low labor costs, high capital costs,
high assets and liabilities, low profit margins, and invisible
profit streams. By looking at the core of each problem
phenomenon, it reflects the weak link of cost accounting.
Under accounting standards, this should be sufficient for
the day-to-day operations of the company. For a business to
be broadly successful, it must have a well-established in-
surance system. Every aspect of the business needs to be
linked with the proper systems, and managing financial
expenses is the key to the success or failure of a business.
Therefore, various cost systems need to be respected. The
relevant accounting system of financial expenditure is di-
vided into two parts: internal finance and external finance.
Internal finance should strengthen the management of other

commercial liabilities and stipulate the repayment period,
especially the interest-bearing and transfer periods. The
second is to borrow money from other parties; adjust the
profits of both parties; and reduce the total tax burden, tax
use, and tax risks. In the case of external financing, financing
methods, capital and financing costs must be limited, and
solutions and profits must be fully considered. Regarding the
internal investment cost accounting system, it is necessary to
improve the system, such as approval and filing of con-
struction projects, approval and operation, adjustment and
inspection, demolition and cleaning, etc. For external in-
vestments, the feasibility of conducting a proper risk as-
sessment needs to be assessed in advance. There are similar
selection criteria for computing opportunity costs, which are
an indicator of institutional constraints. Critical operating
cost accounting systems should be respected from the outset
and appropriate systems should be supported across all
product lines. In terms of materials, it optimizes the order
quantity system, inventory management system, sales re-
duction, and other related systems, including the production
process. It should also establish a common cost system,
provide a standard for calculating product value by quantity,
analyze cost changes, and adjust in time.

Due to individual problems in the process of enterprise
establishment, departments at all levels must be established
according to the needs of enterprise development. This
ensures an equal distribution of rights, responsibilities, and
benefits for business management during the establishment
process. The three requirements identify and complement
each other and promote the effective development of the
company. In any institution, financial expenditure man-
agement must be manageable and reliable. The treasurer
must have the authority to participate in the running of the
company, not just as an informant. The division of labor
among economic workers should be clear. It is necessary to
set up full-time personnel and responsibilities according to
the requirements of the business work, and the work cannot
be confused. It incorporates the company’s management
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FiGURE 7: Experimental results on the data set.
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FIGUure 9: Experimental results.

responsibilities or departments and total operating expenses
from the project plan. It is used for the implementation of
specific decisions, cost analysis, and monitoring of all aspects
of operation and, finally, the monitoring and evaluation of
return on investment. Business leaders gain more visibility
into the entire operation and can control the dynamics and
control it as a whole.

5. Conclusion

Current research on rough sets usually focuses on obtaining
rough set methods and their properties from different
perspectives, fuzzy rough set performance, rough set attri-
bute reduction, and rough set attribute algorithms. This
article elaborates the relevant theory of rough sets and
constructs a knowledge recognition system structure fuzzy
rough set. Corresponding strengthening strategies are
proposed for the main problems of cost accounting in the
process of financial management. By improving the relevant
financial cost accounting system, establishing a sound fi-
nancial cost accounting system, and configuring and
training comprehensive talents, the shortcomings of cost
accounting can surely be solved. The new attribute im-
portance proposed in this article is different from the
conceptual thinking point of the previous definition. It is
considered from the aspect of the influence of the decision
attribute value on the decision table. It discriminates the
importance of conditional attributes according to their
defined size. However, this method is suitable for decision-
making systems with multiple decision-making attribute
values and will still produce relatively large errors for a single
decision-making system.

The reduction result of fuzzy rough set is based on fuzzy
preprocessing, so it is of great significance to study more
accurate fuzzy method for the application of fuzzy rough set.
Although the reduction algorithm based on conditional
entropy of fuzzy rough sets proposed in this paper can find
the optimal decision table, the reduction is not necessarily
the smallest reduction, so it can be tried to combine with
some other search methods to find the optimal solution and
the smallest reduction.
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