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#### Abstract

In this paper, the limit cycles and local bifurcation of critical periods for a class of switching $Z_{2}$ equivariant quartic system with two symmetric singularities are investigated. First, through the computation of Lyapunov constants, the conditions of the two singularities to become the centers are determined. Then, we prove that there are at most 18 limit cycles with a distribution pattern of 9-9 around the two symmetric singular points of the system. Numerical simulation is conducted to validate the obtained results. Furthermore, by calculating the period constants, we determine the conditions for the critical point to be a weak center of finite order. Finally, the number of local critical periods that bifurcate from the equilibrium point under the center conditions is discussed. This study presents the first example of a quartic switching smooth system with 18 limit cycles and 4 local critical periods bifurcating from two symmetric singular points.


## 1. Introduction

In the fields of automation, machinery, and engineering, there exist many discontinuous or nondifferentiable systems, which are called discontinuous or nonsmooth mechanical systems [1, 2]. One type of planar nonsmooth dynamical systems is known as a switching system, which is characterized by differential continuous vector fields in at least two different zones that are divided by at least one straight line or curve. The simple switching system can be described by the following equations:

$$
\left(\frac{d x}{d t}, \frac{d y}{d t}\right)= \begin{cases}\left(F^{+}(x, y, \mu), G^{+}(x, y, \mu)\right), & y>0  \tag{1}\\ \left(F^{-}(x, y, \mu), G^{-}(x, y, \mu)\right), & y<0\end{cases}
$$

where $F^{ \pm}(x, y, \mu)$ and $G^{ \pm}(x, y, \mu)$ are analytic functions in $x$ and $y$. It is evident that there are two systems in system (1). As referenced in $[3,4]$, the system is divided into the upper system, defined in the upper half plane for $y>0$, and the lower system, defined in the lower half plane for $y<0$. Filippov [5] was the first to establish the fundamental
qualitative theory for piecewise smooth systems. Subsequently, there has been a significant interest in the qualitative analysis of such systems. Coll et al. [6] derived the explicit expressions for the first three Lyapunov constants of pseudofocus singular points. Recently, there has been a growing interest among mathematicians in extending the second part of Hilbert's 16th problem to planar piecewise polynomial vector fields, aiming to determine an upper bound for the maximum number of limit cycles in these systems. While it is a well-known fact that smooth linear systems cannot generate limit cycles, this is not the case for piecewise smooth systems (see $[7,8]$ ). In the realm of piecewise smooth nonlinear systems, significant progress has been made in exploring limit cycles. Tian and Yu [9] proposed a new approach for calculating the Lyapunov constant of a planar switched system, which was subsequently utilized to analyze the bifurcation of limit cycles in the switched Bautin system. Moreover, a specific example of switching systems was presented to demonstrate the emergence of 10 small-amplitude limit cycles bifurcating from a singular point. Liu and Romanovski [10] studied
a class of piecewise quadratic system with quartic perturbation, showing that 11 limit cycles could bifurcate around the double homoclinic loop. Li et al. [11] modified an existing method for computing the focal values and period constants of switching systems associated with elementary singular points. They presented a cubic switching system and demonstrated that 15 small limit cycles can bifurcate from the singular point. Li et al. [12] investigated a class of quartic piecewise smooth system and showed that 8 limit cycles can bifurcate from a weak focus of finite order.

If the above equations in (1) admit

$$
\begin{align*}
F^{+}(-x,-y, \mu) & =-F^{-}(x, y, \mu), G^{+}(-x,-y, \mu)  \tag{2}\\
& =-G^{-}(x, y, \mu)
\end{align*}
$$

then the switching system (1) is $Z_{2}$-equivariant. Li and his collaborators have made a series of achievements in the study of dynamics such as limit cycles and integrability for $Z_{2}$-equivariant planar system, as evidenced by references [13-16]. In addition, there have been notable advancements in the application research of bifurcation of limit cycles in symmetric systems. For instance, Song and Xu introduced the delayed half-center CPG oscillator and conducted an analysis of the system's dynamical behavior with various spatiotemporal patterns [17-19]. Building upon these patterns, they developed the delayed-CPG neural system and successfully implemented locomotion control for both a snake-like robot [20] and a quadruped robot [21]. For the switching $Z_{2}$-equivariant system, Guo et al. [22] constructed a class of switching $Z_{2}$-equivariant cubic system to obtain 18 limit cycles from centers. Li and Yu [23] added one more switching line and used the same equations provided in [11] to construct a correct $Z_{2}$-equivariant cubic system. Their analysis demonstrated that this new system can exhibit 15 limit cycles. Furthermore, Yu et al. [4] considered the bifurcation of limit cycles in a cubic switching $Z_{2}$-equivariant
system, revealing the emergence of 18 limit cycles bifurcating from two symmetric singular foci.

In the qualitative theory of differential equations, a crucial focus is on identifying isochronous centers and the bifurcation of critical periods within a period annulus. Similar to smooth systems, this study also aims to analyze whether the orbits near the center of system (1) have the same period. If these orbits share the same period, the origin of the system (1) is classified as an isochronous center. Alternatively, if the orbits near the center do not share the same period, it becomes essential to determine the order of the weak center and the maximum number of local critical periods that bifurcate from a finite order weak center. Chicone and Jacobs [24] introduced the theory of local bifurcation of critical periods and the definition of weak center of k-order for smooth systems. Additional relevant results for smooth systems can be found in [25-27] and references therein. However, limited research has been conducted on the investigation of isochronous centers and the bifurcation of critical periods for piecewise smooth systems. Chen et al. [28] proposed a new method for calculating the periodic constant near the center of a piecewise smooth system and discussed the problem of bifurcation of local critical periods for a switching $Z_{2}$ equivariant cubic system. It was found that there are at most 5 local critical periods bifurcating from a single singular point. Huang et al. [29] investigated small-amplitude crossing limit cycles and local critical periods for some classes of piecewise smooth Kukles systems of degrees 3 and 4 and acquired new lower bounds for the local cyclicity and the criticality.

Inspired by the abovementioned work, we aim to determine a new lower bound on the maximum number of limit cycles and local critical periods for a class of quartic switching smooth systems. In this paper, we investigate the limit cycles and local bifurcation of critical periods for the following quartic switching smooth system:

$$
\binom{\dot{x}}{\dot{y}}=\left\{\begin{array}{c}
\left(\begin{array}{c}
-\frac{1}{2}+x^{2}-\frac{x^{4}}{2}+y+b_{12} y-a_{31} x y-b_{12} x^{2} y+a_{31} x^{3} y \\
-a_{22} y^{2}+a_{12} x y^{2}+a_{22} x^{2} y^{2}+a_{03} y^{3}+a_{13} x y^{3}+a_{04} y^{4}, \\
\frac{x}{2}-\frac{x^{3}}{2}-\frac{3 x y}{4}+\frac{3 x^{3} y}{4}+b_{12} x y^{2}-\frac{3}{2} b_{12} x y^{2}+b_{04} y^{4}
\end{array}\right), \quad y>0,  \tag{3}\\
\\
\left.+\begin{array}{c}
\frac{1}{2}-x^{2}+\frac{x^{4}}{2}+y+b_{12} y+a_{31} x y-b_{12} x^{2} y+a_{31} x^{3} y \\
\frac{x}{2}-\frac{x^{3}}{2}+\frac{3 x y}{4}-\frac{3 x^{3} y}{4}+b_{12} x y^{2}+\frac{3}{2} b_{12} x y^{3}-a_{04} y^{4}
\end{array}\right)
\end{array}\right.
$$

where $a_{i j}$ and $b_{i j}$ are real parameters.
The rest of the paper is organized as follows. In the next section, we present preliminary information on the algorithm for calculating the Lyapunov constants and period constants for piecewise smooth systems, which can be easily implemented in computer algebraic software. In Section 3, we determine the necessary and sufficient condition for the equilibrium point to be a center by computing the Lyapunov constants for system (3) at the origin. In Section 4, the bifurcation of limit cycles for system (3) is investigated, demonstrating that there can be at most 18 limit cycles surrounding two symmetric equilibrium points under a suitable perturbation. In Section 5, the corresponding period constants are computed under the obtained center conditions, revealing that the equilibrium point of system (3) is not an isochronous center and that the maximum number of local critical period bifurcations from two symmetric equilibrium points is 4 . Finally, conclusions are given in Section 6.

## 2. Preliminaries

In order to investigate the limit cycles and local bifurcation of critical periods for piecewise smooth systems, this section introduces fundamental concepts and techniques that will be utilized in subsequent sections. The approach outlined in [28, 30] is employed in this study to calculate Lyapunov constants and period constants for piecewise smooth systems, following the procedure described in the following.

The general differential system

$$
(\dot{x}, \dot{y})= \begin{cases}\left(-y+\sum_{k=2}^{n} f_{k}^{+}(x, y), x+\sum_{k=2}^{n} g_{k}^{+}(x, y)\right), & y>0  \tag{4}\\ \left(-y+\sum_{k=2}^{n} f_{k}^{-}(x, y), x+\sum_{k=2}^{n} g_{k}^{-}(x, y)\right), & y<0\end{cases}
$$

under the polar coordinate transformation

$$
\begin{equation*}
x=r \cos \theta, y=r \sin \theta \tag{5}
\end{equation*}
$$

can be rewritten as

$$
\begin{align*}
& \frac{d r}{d \theta}= \begin{cases}\frac{\sum_{k=2}^{n} \Theta_{k}^{+}(\theta) r^{k}}{1+\sum_{k=2}^{n} \Phi_{k}^{+}(\theta) r^{k-1}}, & \theta \in(0, \pi), \\
\frac{\sum_{k=2}^{n} \Theta_{k}^{-}(\theta) r^{k}}{1+\sum_{k=2}^{n} \Phi_{k}^{-}(\theta) r^{k-1},} & \theta \in(\pi, 2 \pi),\end{cases}  \tag{6}\\
& \frac{d \theta}{d T}= \begin{cases}1+\sum_{k=2}^{n} \Phi_{k}^{+}(\theta) r^{k-1}, & \theta \in(0, \pi), \\
1+\sum_{k=2}^{n} \Phi_{k}^{-}(\theta) r^{k-1}, & \theta \in(\pi, 2 \pi),\end{cases} \tag{7}
\end{align*}
$$

where $\Theta_{k}^{ \pm}(\theta), \Phi_{k}^{ \pm}(\theta)$ are polynomials of $\cos \theta$ and $\sin \theta$, given by

$$
\begin{align*}
& \Theta_{k}^{ \pm}(\theta)=\cos \theta f_{k}^{ \pm}(\cos \theta, \sin \theta)+\sin \theta g_{k}^{ \pm}(\cos \theta, \sin \theta), \\
& \Phi_{k}^{ \pm}(\theta)=\cos \theta g_{k}^{ \pm}(\cos \theta, \sin \theta)-\sin \theta f_{k}^{ \pm}(\cos \theta, \sin \theta) \tag{8}
\end{align*}
$$

Let

$$
\begin{equation*}
r^{+}(\theta, \rho)=\sum_{k \geq 1}^{\infty} v_{k}^{+}(\theta) \rho^{k}, r^{-}(\theta, \rho)=\sum_{k \geq 1}^{\infty} v_{k}^{-}(\theta) \rho^{k}, \tag{9}
\end{equation*}
$$

be the solutions of system (6) with the initial of $r^{+}(0, \rho)=r^{-}(\pi, \rho)=\rho$.

Define the positive half-return map $\Pi^{+}(\rho)$ and the negative half-return map $\Pi^{-}(\rho)$, respectively, by

$$
\begin{align*}
& \Pi^{+}(\rho)=r^{+}(\pi, \rho)=\sum_{k \geq 1}^{\infty} v_{k}^{+}(\theta) \rho^{k} \\
& \Pi^{-}(\rho)=r^{-}(2 \pi, \rho)=\sum_{k \geq 1}^{\infty} v_{k}^{-}(\theta) \rho^{k} \tag{10}
\end{align*}
$$

where $v_{k}^{ \pm}$are the Taylor's coefficients. We obtain the successor function of system (4),

$$
\begin{equation*}
\Delta(\rho)=\Pi(\rho)-\rho=\Pi^{-}\left(\Pi^{+}(\rho)\right)-\rho=\sum_{k \geq 1} v_{k} \rho^{k} \tag{11}
\end{equation*}
$$

where $v_{k}$ are the Taylor's coefficients, as illustrated in Figure 1.

The computation of Lyapunov constants using (11) is complex because it involves the composition of two maps $\Pi^{+}(\rho)$ and $\Pi^{-}(\rho)$ in the displacement map. Another method to calculate the Lyapunov constants was introduced by the authors of [11]. This method involves performing a change of variables $(x, y, t) \longrightarrow(x,-y,-t)$ to transform system (4) into the following form.

$$
(\dot{x}, \dot{y})= \begin{cases}\left(-y+\sum_{k=2}^{n} f_{k}^{-}(x,-y), x+\sum_{k=2}^{n} g_{k}^{-}(x,-y)\right), & y>0  \tag{12}\\ \left(-y+\sum_{k=2}^{n} f_{k}^{+}(x,-y), x+\sum_{k=2}^{n} g_{k}^{+}(x,-y)\right), & y<0 .\end{cases}
$$

According to Lemma 3 in [31], the displacement map can be calculated as

$$
\begin{equation*}
\Delta(\rho)=\Pi^{+}(\rho)-\left(\Pi^{-}\right)^{-1}(\rho)=\Pi^{+}(\rho)-\Pi_{-}^{+}(\rho) \tag{13}
\end{equation*}
$$

where $\left(\Pi^{-}\right)^{-1}(\rho)$ represents the inverse map of $\Pi^{-}(\rho)$ (see Figure 2 ) and $\Pi_{-}^{+}(\rho)$ is the positive half-return map of system (12) (see Figure 3). The map $\left(\Pi^{-}\right)^{-1}(\rho)$ of system (4) is equivalent to the positive half-return map $\Pi_{-}^{+}(\rho)$ of system (12). The positive half-return map of system (12) is defined as follows:

$$
\begin{equation*}
\Pi_{-}^{+}(\rho)=\sum_{k \geq 1} u_{k}^{+} \rho^{k}, \tag{14}
\end{equation*}
$$

where $u_{k}^{+}$are the Taylor's coefficients. Consequently, a new function is derived as


Figure 1: The successive function $\Delta(\rho)$.


Figure 2: Half-return map $\left(\Pi^{-}\right)^{-1}(\rho)$.


Figure 3: Half-return map $\Pi_{-}^{+}(\rho)$.

$$
\begin{equation*}
\Delta(\rho)=\sum_{k \geq 1}\left(v_{k}^{+}-u_{k}^{+}\right) \rho^{k}=\sum_{k \geq 1} V_{k} \rho^{k}, \tag{15}
\end{equation*}
$$

where $V_{k}$ is called the $k$ th-order Lyapunov constants at the origin of system (4).

Definition 1 (see [28, 29]). The origin of system (3) is a $k / 2$ th-order weak focus if and only if $V_{1}=V_{2}=\cdots=V_{k}=0$, $V_{k+1} \neq 0$, and the origin is called a rough focus if the order of weak focus is 0 , i.e., $V_{1} \neq 0$; the origin is a center if $V_{k}=0$ for all $k>1$.

The main issue at hand is how the order $k / 2$ of the weak focus determines the maximum number of limit cycles that
bifurcate from a finite order weak focus. In 2015, Chen, Romanovski, and Zhang provided the following result to address this question.

Proposition 2 (see [32]). Assuming that the origin is a weak focus of order $k / 2$ in system (3) associated with the parameter value $\lambda^{*}$, it can be concluded that at most $k$ limit cycles bifurcate from this weak focus at the parameter value $\lambda^{*}$.

To determine if there are perturbations that result in the bifurcation of exactly $k$ limit cycles, one can refer to the following lemma as outlined in reference, Lemma 4 [9].

Lemma 3 (see [9]). If there exists $\lambda^{*}=\left(a_{1 c}, a_{2 c}, \ldots, a_{k c}\right)$ such that $V_{i}\left(\lambda^{*}\right)=0, i=(1,2, \ldots, k), V_{k+1}\left(\lambda^{*}\right) \neq 0$ and $\operatorname{det}\left[\partial\left(V_{1}, V_{2}, \ldots, V_{k}\right) / \partial\left(a_{1}, a_{2}, \ldots, a_{k}\right)\right] \neq 0$, system (3) just has $k$ limit cycles from the origin (where $\lambda=\lambda^{*}$ ).

Using the computer algebra system, system (7) becomes

$$
\left\{\begin{array}{l}
P^{+}(\rho)=\int_{0}^{\pi} \frac{d \theta}{1+\sum_{k=2}^{n} \Phi_{k}^{+}(\theta) \rho^{k-1}}=\pi+\sum_{k \geq 1} P_{k}^{+} \rho^{k}  \tag{16}\\
P^{-}(\rho)=\int_{\pi}^{2 \pi} \frac{d \theta}{1+\sum_{k=2}^{n} \Phi_{k}^{-}(\theta) \rho^{k-1}}=\pi+\sum_{k \geq 1} P_{k}^{-} \rho^{k}
\end{array}\right.
$$

where $P_{k}^{+}, P_{k}^{-}$are the Taylor's coefficients.
We obtain

$$
\begin{equation*}
P^{-}\left(\Pi^{+}(\rho)\right)=\pi+\sum_{k \geq 1} P_{k}^{-}\left(\Pi^{+}(\rho)\right)^{k}=\pi+\sum_{k \geq 1} P_{k}^{-1} \rho^{k}, \tag{17}
\end{equation*}
$$

where $P_{k}^{-1}$ is the Taylor's coefficients.
Therefore, the periodic functions can expand as

$$
\begin{equation*}
P(\rho)=P^{+}(\rho)+P^{-}\left(\Pi^{+}(\rho)\right)=2 \pi+\sum_{k \geq 1}\left(P_{k}^{+}+P_{k}^{-^{\prime}}\right) \rho^{k} . \tag{18}
\end{equation*}
$$

By means of transformation $(x, y, t) \longrightarrow(x,-y,-t)$, the half-periodic functions $P^{-}\left(\Pi^{+}(\rho)\right)$ of system (4) changes into positive half-periodic functions $\widetilde{P}^{+}(\rho)=\pi+\sum_{k \geq 1}{P_{k}^{+}}^{\prime} \rho^{k}$. We have,

$$
\begin{align*}
P(\rho) & =P^{+}(\rho)+\widetilde{P}^{+}(\rho) \\
& =2 \pi+\sum_{k \geq 1}\left(P_{k}^{+}+P_{k}^{+^{\prime}}\right) \rho^{k}=2 \pi+\sum_{k \geq 1} P_{k} \rho^{k}, \tag{19}
\end{align*}
$$

where $P_{k}$ is a $k$ th-order periodic constant.
If $P_{1}=P_{2}=\cdots=P_{k}=0, P_{k+1} \neq 0$, the origin of system (4) is a $k-1 / 2$ th-order weak center. If $k=0$, the origin is a strong center. If $P_{k}=0$ for all $k>1$, the origin is an isochronous center.

Similar to smooth systems, a local critical period is a period that corresponds to a critical point of the period function resulting from a bifurcation from a weak center. More precisely, the definition of $k$ local critical periods is as follows.

Definition 4 (see [28]). Suppose that the origin is a weak center corresponding to the parameter $\lambda^{*}$. If there exists a $\lambda \in W$ such that $P^{\prime}(\rho, \lambda)=0$ has $k$ solutions in every sufficiently small neighborhood $W$ of $\lambda^{*}$, then system (3) has $k$ local critical periods bifurcating from the center.

In what follows, the key issue is how the order $(k-1) / 2$ of the weak focus decides the maximum number of local critical periods that bifurcate from a finite order weak center. In 2022, Huang, He, and Cai presented the following result to answer this question.

Proposition 5 (see [29]). If the origin is a weak center of order $(k-1) / 2$ in system (3) associated with the parameter value $\lambda^{*}$, then no more than $k$ local critical periods emerge from this weak center at the parameter value $\lambda^{*}$.

To determine if there exist perturbations such that exactly $k$ local critical periods are created, one can refer to the following lemma as outlined in reference [28, 33].

Lemma 6 (see [28, 33]). If there exists $\lambda^{*}=\left(a_{1 c}, a_{2 c}, \ldots, a_{k c}\right)$ such that $P_{i}\left(\lambda^{*}\right)=0, i=(1,2, \ldots, k), P_{k+1}\left(\lambda^{*}\right) \neq 0$ and $\operatorname{det}\left[\partial\left(P_{1}, P_{2}, \ldots, P_{k}\right) / \partial\left(a_{1}, a_{2}, \ldots, a_{k}\right)\right] \neq 0$, system (3) just has $k$ critical periods bifurcating from the origin (where $\left.\lambda=\lambda^{*}\right)$.

In addition, we also want to know whether the origin of switching systems is a center if the first $k$ th-order Lyapunov constants vanish. Some criteria for determining whether the equilibrium point of switching systems is a center are provided in [11].

Lemma 7 (see [11]). The necessary and sufficient conditions for the origin of system (2) to be a center if one of the following conditions are satisfied:
(a) System (3) is symmetric with the $x$-axis, namely, $f_{k}^{+}(x, y)=-f_{k}^{-}(x,-y), g_{k}^{+}(x, y)=g_{k}^{-}(x,-y)$.
(b) System (3) is symmetric with the $y$-axis, namely, $f_{k}^{+}(x, y)=f_{k}^{+}(-x, y), g_{k}^{+}(x, y)=-g_{k}^{+}(-x, y), f_{k}^{-}$ $(x, y)=f_{k}^{-}(-x, y), g_{k}^{-}(x, y)=-g_{k}^{-}(-x, y)$.

## 3. Lyapunov Constants and Center Conditions

In this section, we compute the Lyapunov constants of the corresponding equilibria and find center conditions of system (3) at the origin. First of all, it is easy to check that system (3) always has two singular point $O_{1}=(1,0)$ and $O_{2}=(-1,0)$. Due to the $Z_{2}$ symmetry, we choose only $O_{1}$ to analyze in detail.

By applying the transformation $\tilde{x}=x-1, \tilde{y}=y$ and introducing linear perturbations to system (3), we obtain the following system (for simplicity, we still denote $\tilde{x}, \tilde{y}$ by $x, y$, respectively):

$$
\binom{\dot{x}}{\dot{y}}=\left\{\begin{array}{c}
\left(\begin{array}{c}
\delta x+4 x^{2}+4 x^{3}+x^{4}+y+2 a_{31} x y-2 b_{12} x y+3 a_{31} x^{2} y \\
-b_{12} x^{2} y+a_{31} x^{3} y+a_{12} y^{2}+a_{12} x y^{2}+2 a_{22} x y^{2} \\
+a_{22} x^{2} y^{2}+a_{03} y^{3}+a_{13} y^{3}+a_{13} x y^{3}+a_{04} y^{4}, \\
\delta y-x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2}+b_{13} y^{3}+b_{13} x y^{3}
\end{array}\right), \quad y>0,  \tag{20}\\
\left(\begin{array}{c}
\delta x-4 x^{2}-4 x^{3}-x^{4}+y-2 a_{31} x y-2 b_{12} x y-3 a_{31} x^{2} y \\
-b_{12} x^{2} y-a_{31} x^{3} y+a_{12} y^{2}+a_{12} x y^{2}-2 a_{22} x y^{2} \\
-a_{22} x^{2} y^{2}+a_{03} y^{3}-a_{13} y^{3}-a_{13} x y^{3}-a_{04} y^{4} \\
\delta y-x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2}-b_{13} y^{3}-b_{13} x y^{3}
\end{array}\right), y<0,
\end{array}\right\}
$$

where the singular point $(1,0)$ of system (3) changes into the origin of system (20).

The system (20) can be transformed into the form of system (6) under the polar coordinate transformation (5). Considering the system

$$
\begin{equation*}
\frac{d r}{d \theta}=\frac{\sum_{k=2}^{n} \Theta_{k}(\theta) r^{k}}{1+\sum_{k=2}^{n} \Phi_{k}(\theta) r^{k-1}} \tag{21}
\end{equation*}
$$

the expansion of the system (21) around $r=0$ can be expressed as

$$
\begin{equation*}
\frac{d r}{d \theta}=\sum_{k=2}^{\infty} R_{k}(\theta) r^{k} \tag{22}
\end{equation*}
$$

where $R_{k}(\theta)$ is a polynomial in $\sin \theta$ and $\cos \theta$. Note that

$$
\begin{align*}
\frac{\sum_{k=2}^{n} \Theta_{k}(\theta) r^{k}}{1+\sum_{k=2}^{n} \Phi_{k}(\theta) r^{k-1}} & =\left(\sum_{k=2}^{n} \Theta_{k}(\theta) r^{k}\right)\left(1+\sum_{k=1}^{\infty}\left(-\sum_{k=2}^{n} \Phi_{k}(\theta) r^{k-1}\right)^{i}\right)  \tag{23}\\
& =\left(\sum_{k=2}^{n} \Theta_{k}(\theta) r^{k}\right)\left(1+\sum_{k=1}^{\infty} \widetilde{\Phi}_{k}(\theta) r^{k}\right)
\end{align*}
$$

Combining the above equation with (21) and (22) yields

$$
\begin{equation*}
R_{k}(\theta)=\sum_{i=2}^{k-1} \Theta_{i}(\theta) \widetilde{\Phi}_{k-i}(\theta)+\Theta_{k}(\theta) \tag{24}
\end{equation*}
$$

Substituting the solution $r(\rho, \theta)=\sum_{k \geq 1} v_{k}(\theta) \rho^{k}$ into (22) results in $v_{1}^{\prime}(\theta)=0$ and

$$
v_{k}^{\prime}(\theta)=R_{k}(\theta)+R_{k-1}(\theta) \Omega_{k-1, k}(\theta)+\cdots+R_{2}(\theta) \Omega_{2, k}(\theta), \quad k \geq 2,
$$

where $\Omega_{i, j}(\theta)$ are polynomials in $v_{l}(\theta), 2 \leq l \leq j$. Then, according to the proposition [28], Proposition 2, and (15) and using the software Mathematica (a code snippet is provided in the Appendix), we obtain the following theorems.

Theorem 8. The first ten Lyapunov constants at the origin of system (20) are given by

$$
\begin{align*}
& V_{1}=2 \delta \pi  \tag{28}\\
& V_{2}=-\frac{8 a_{31}}{3} \\
& V_{3}=-\frac{1}{4}\left(2 a_{22}+8 b_{12}+3 b_{13}\right) \pi
\end{align*}
$$

$$
\begin{align*}
& V_{4}=\frac{8}{45}\left(20 a_{12}-3 a_{13}\right) \\
& V_{5}=\frac{1}{24}\left(15 a_{12}^{2}+224 b_{13}\right) \pi  \tag{26}\\
& V_{6}=\frac{a_{12}}{99225} V_{60}
\end{align*}
$$

Case 9. $a_{12}=0$

$$
\begin{equation*}
V_{7}=V_{8}=V_{9}=V_{10}=0 \tag{25}
\end{equation*}
$$

Case 10. $a_{12} \neq 0, V_{60}=0$ (i.e. $a_{03}=\widetilde{V}_{60} / 193536$ )

$$
\begin{aligned}
V_{7} & =-\frac{5 a_{12}^{2} \pi V_{70}}{4128768}, \\
V_{8} & =\frac{a_{12}}{37807106400} F_{1}, \\
V_{9} & =-\frac{a_{12}}{495545305006080} F_{2}, \\
V_{10} & =\frac{a_{12}}{24038902745844940800} F_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
V_{60}= & \widetilde{V}_{60}-193536 a_{03} \\
\widetilde{V}_{60}= & -6632864+36288 a_{04}-280665 a_{12}^{2}-161280 b_{12}+12150 a_{12}^{2} b_{12}+241920 b_{12}^{2} \\
V_{70}= & 24609376+84672 a_{04}-270585 a_{12}^{2}+792064 b_{12}+28350 a_{12}^{2} b_{12}-338688 b_{12}^{2} \\
F_{1}= & 37200492449536-1170953659080 a_{12}^{2}+2368247625 a_{12}^{4}+7478323722240 b_{12} \\
& -99391199040 a_{12}^{2} b_{12}+209607229440 b_{12}^{2}
\end{aligned}
$$

$$
\begin{align*}
F_{2}= & -2437971473172791296+76739619001466880 a_{12}^{2}-155205476352000 a_{12}^{4} \\
& -490099423460720640 b_{12}+6513701620285440 a_{12}^{2} b_{12}-13736819388579840 b_{12}^{2} \\
& +853778290132083456 a_{12} \pi-15970302916885800 a_{12}^{3} \pi+34197261422625 a_{12}^{5} \pi \\
& +91052346969077760 a 12 b_{12} \pi-1454606454611520 a_{12}^{3} b_{12} \pi+2257735094415360 a_{12} b_{12}^{2} \pi, \\
F_{3}= & 6434264807338586027327488+179878097881788493332480 a_{12}^{2} \\
& -7081224918699726028800 a_{12}^{4}+16120667611359360000 a_{12}^{6} \\
& +1464845660703733346992128 b_{12}+17663483883825313873920 a_{12}^{2} b_{12}  \tag{29}\\
& -678325346826456268800 a_{12}^{4} b_{12}+62164494599109319065600 b_{12}^{2} \\
& +560140324291215360000 a_{12}^{2} b_{12}^{2}+661895359998669619200 b_{12}^{3} \\
& -244053891171187191021312 a_{12} \pi+4772819520931875141960 a_{12}^{3} \pi \\
& -10159240261815847125 a_{12}^{5} \pi-27562245849995731015680 a_{12} b_{12} \pi \\
& +431543479142633014080 a_{12}^{3} b_{12} \pi-694001314289741230080 a_{12} b_{12}^{2} \pi .
\end{align*}
$$

In the above expressions of $V_{k}$, we have already set $V_{k-1}=0(k=2,3, \ldots, 10)$.

Next, we discuss the center conditions of system (20). From Theorem 8, we obtain the following results.

Theorem 11. The first ten Lyapunov constants at the origin of system (20) are zero if and only if the following conditions are satisfied:

$$
\begin{equation*}
\delta=a_{31}=0, a_{22}=-4 b_{12}, a_{13}=b_{13}=a_{12}=0 . \tag{30}
\end{equation*}
$$

Proof. From the expressions of the first ten Lyapunov constants given in Theorem 8, the sufficiency of the conditions in Theorem 12 is obvious. Next, we prove that the conditions in Theorem 12 are also necessary.

Letting the second Lyapunov constant $V_{1}=V_{2}=0$, we have $\delta=a_{31}=0$ and

$$
\begin{equation*}
V_{3}=-\frac{1}{4}\left(2 a_{22}+8 b_{12}+3 b_{13}\right) \pi . \tag{31}
\end{equation*}
$$

Taking $\quad V_{3}=0$ yields $a_{22}=-1 / 2\left(-8 b_{12}-3 b_{13}\right)$ and $V_{4}=8 / 45\left(20 a_{12}-3 a_{13}\right)$. If $V_{4}=0$, we get $a_{13}=20 a_{12} / 3$ and $V_{5}=1 / 24\left(15 a_{12}^{2}+224 b_{13}\right) \pi$. Setting $V_{5}=0$, we obtain $b_{13}=$ $-15 a_{12}^{2} / 224$ and

$$
\begin{equation*}
V_{6}=\frac{a_{12}}{99225} V_{60} \tag{32}
\end{equation*}
$$

Then, solving $V_{6}=0$ yields $a_{12}=0$ or $V_{60}=0$. If $a_{12}=0$, we have $V_{7}=V_{8}=V_{9}=V_{10}=0$. This leads to the conditions $a_{31}=0, a_{22}=-4 b_{12}, a_{13}=0, b_{13}=0, a_{12}=0$. On the other hand, under the condition $a_{12} \neq 0$, taking $V_{60}=0$ (in particular $a_{03}=\widetilde{V}_{60} / 193536$ ), we get

$$
\begin{equation*}
V_{7}=-\frac{5 a_{12}^{2} \pi V_{70}}{4128768} \tag{33}
\end{equation*}
$$

Taking $\quad V_{7}=0$, we obtain $V_{70}=0$ (i.e., $a_{04}=$ $-24609376+270585 a_{12}^{2}-792064 b_{12}-28350 \quad a_{12}^{2} b_{12}+$ $338688 b_{12}^{2} / 84672$ ) and

$$
\begin{equation*}
V_{8}=\frac{a_{12}}{37807106400} F_{1} . \tag{34}
\end{equation*}
$$

Next, we need to judge whether the equations $V_{8}=0, V_{9}=0$ and $V_{10}=0$ have common solutions, that is, to discuss whether or not the polynomials $F_{1}, F_{2}$ and $F 3$ have common zeros. For this purpose, we compute the Gröbner basis of the ideal $\left\langle F_{1}, F_{2}, F_{3}\right\rangle$ and get

$$
\begin{equation*}
\text { GroebnerBasis }\left[\left\{F_{1}, F_{2}, F_{3}\right\},\left\{a_{12}, b_{12}\right\}\right]=\{1\} . \tag{35}
\end{equation*}
$$

This means that the polynomials $F_{1}, F_{2}$ and $F 3$ have no common zeros. The proof of Theorem 12 is complete.

Theorem 12. The origin of system (3) is a center if and only if condition (30) is true.

Proof. When the condition (30) holds, the system (20) can be rewritten in the form

$$
\binom{\dot{x}}{\dot{y}}=\left\{\begin{array}{c}
\left(\begin{array}{c}
y+4 x^{2}+4 x^{3}+x^{4}-2 b_{12} x y-b_{12} x^{2} y-8 b_{12} x y^{2} \\
-4 b_{12} x^{2} y^{2}+a_{03} y^{3}+a_{04} y^{4}, \\
-x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2} \\
+4 b_{12} x^{2} y^{2}+a_{03} y^{3}-a_{04} y^{4} \\
-x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2}
\end{array}\right), \quad y>0,  \tag{36}\\
y-4 x^{2}-4 x^{3}-x^{4}-2 b_{12} x y-b_{12} x^{2} y+8 b_{12} x y^{2} \\
\end{array}\right), \quad y<0,
$$

Obviously, the upper system and the lower system of system (36) are symmetric with the $y$-axis. Thus, the origin of system (3) is a center.

## 4. Bifurcation of Limit Cycles

The discussion now shifts to the maximum number of limit cycles bifurcating from the origin of system (20). To
determine the highest order of the origin as a weak focus, we refer to the Proof of Theorem 12. It is established that the polynomials $F_{1}, F_{2}$ and $F 3$ have no common root but $F_{1}$ and $F_{2}$ should have. Therefore, we need to solve $F_{1}=F_{2}=0$ to find the solutions of $a_{12}$ and $b_{12}$. It can be demonstrated that the equations have 6 groups of real solutions, and we take one of them as follows:

$$
\left\{\begin{array}{l}
a_{12}=8.688771802785753469981227083900147654088999515314  \tag{37}\\
b_{12}=13.471891101033261280312117983077456113153157384998
\end{array}\right.
$$

According to the above analysis and Theorem 12, we obtain the following theorem.

Theorem 13. The origin of system (20) is a $9 / 2$ th-order weak focus if and only if the following conditions are satisfied:

$$
\begin{align*}
\delta & =0 \\
a_{31} & =0 \\
a_{22} & =\frac{1}{2}\left(\frac{45 a_{12}^{2}}{224}-8 b_{12}\right) \\
a_{13} & =\frac{20 a_{12}}{3}, \\
b_{13} & =-\frac{15 a_{12}^{2}}{224},  \tag{38}\\
a_{03} & =\frac{\widetilde{V}_{60}}{193536}, \\
a_{04} & =\frac{-24609376+270585 a_{12}^{2}-792064 b_{12}-28350 a_{12}^{2} b_{12}+338688 b_{12}^{2}}{84672}, \\
F_{1} & =F_{2}=0
\end{align*}
$$

Moreover, one can directly verify that the Jacobian evaluated at the critical point equals

$$
\begin{equation*}
\operatorname{det}\left[\frac{\partial\left(V_{1}, V_{2}, V_{3}, V_{4}, V_{5}, V_{6}, V_{7}, V_{8}, V_{9}\right)}{\partial\left(a_{31}, a_{22}, a_{13}, b_{13}, a_{03}, a_{04}, a_{12}, b_{12}\right)}\right]_{(26)(25)} \approx-2.6066 \times 10^{13} \neq 0 . \tag{39}
\end{equation*}
$$

According to Lemma 3, the following theorem is concluded.

Theorem 14. Assume that the conditions of Theorem 14 hold, then 9 limit cycles can bifurcate from the equilibrium point of system (20) after a small perturbation. Accordingly, 18 limit cycles can exist in a small neighborhood of two symmetric equilibria $(1.0)$ and $(-1,0)$ of system (3).

Theorem 15 ensures that there are 9 large-amplitude limit cycles in system (20) under small perturbations. In order to obtain 9 small-amplitude limit cycles bifurcating from the equilibrium point, it is necessary to find the exact 9 positive roots derived from solving the polynomial equation

$$
\begin{equation*}
\Delta(r)=V_{1} r+V_{2} r^{2}+\cdots+V_{9} r^{9}+V_{10} r^{10}=0 \tag{40}
\end{equation*}
$$

Finding explicit parameter values to achieve a numerical realization is generally challenging. However, for our case, perturbations can be implemented sequentially, allowing for the identification of parameter values that result in 9 positive solutions for (40). It is essential to ensure that the perturbations satisfy the condition

$$
\begin{align*}
& 0<-V_{1} \ll V_{2} \ll-V_{3} \ll V_{4} \ll-V_{5} \ll V_{6} \ll \\
&-V_{7} \ll V_{8} \ll-V_{9} \ll 1 . \tag{41}
\end{align*}
$$

We take perturbations in the backward order as follows: on $a_{12}$ for $V_{9}$, on $b_{12}$ for $V_{8}$, on $a_{04}$ for $V_{7}$, on $a_{03}$ for $V_{6}$, on $b_{13}$ for $V_{5}$, on $a_{13}$ for $V_{4}$, on $a_{22}$ for $V_{3}$, on $a_{31}$ for $V_{2}$, and on $\delta$ for $V_{1}$. More precisely, we choose

$$
\begin{align*}
\delta_{c} & =\delta-1 \times 10^{-119}, a_{31 c}=a_{31}+3.75 \times 10^{-102}, \\
a_{21 c} & =a_{21}+6.3662 \times 10^{-85}, a_{13 c}=a_{13}+9.4739 \times 10^{-15}, \\
b_{13 c} & =b_{13}-3.4104 \times 10^{-55}, a_{03 c}=a_{03}+5.9006 \times 10^{-41} \\
a_{04 c} & =a_{04}+4.1119 \times 10^{-28}, b_{12 c}=b_{12}-5.5939 \times 10^{-8}, \\
a_{12 c} & =a_{12}+4.1119 \times 10^{-9} . \tag{42}
\end{align*}
$$

Using the abovementioned perturbed parameter values, the resulting Lyapunov constants are

$$
\begin{align*}
& V_{1}=-10^{-119}, V_{2}=10^{-101} \\
& V_{3}=-10^{-84}, V_{4}=10^{-68} \\
& V_{5}=-10^{-53}, V_{6}=10^{-39}  \tag{43}\\
& V_{7}=-10^{-26}, V_{8}=10^{-14} \\
& V_{9}=-10^{-3}, V_{10}=2.6087 \times 10^{6},
\end{align*}
$$

for which (40) has the following 9 positive roots:

$$
\begin{align*}
& r_{1} \approx 3.7475 \times 10^{-10}, r_{2} \approx 9.1338 \times 10^{-12}, r_{3} \approx 1.0011 \times 10^{-12}, \\
& r_{4} \approx 9.9999 \times 10^{-14}, r_{5} \approx 10^{-14}, r_{6} \approx 9.9999 \times 10^{-16}, r_{7} \approx \times 10^{-16},  \tag{44}\\
& r_{8} \approx 9.9857 \times 10^{-18}, r_{9} \approx 1.1251 \times 10^{-18},
\end{align*}
$$

as expected.

## 5. Local Bifurcation of Critical Periods

In this section, we investigate the order of a finite weak center and the number of local critical periods when the origin is a center for system (20).

$$
\begin{aligned}
& P_{1}=\frac{1}{32}\left(121+24 a_{03}-52 b_{12}+36 b_{12}^{2}\right) \pi, \\
& P_{2}=\frac{1}{73728}\left(2558263+46080 a_{04}-2923784 b_{12}+2191144 b_{12}^{2}-131616 b_{12}^{3}+9072 b_{12}^{4}\right) \pi,
\end{aligned}
$$

When condition (30) is satisfied, using the computer algebra system Mathematica, the first three period constants of system (20) at the origin are given as follows:

$$
\begin{align*}
P_{3}= & \frac{1}{30198988800}\left(51918920755063-106762421807888 b_{12}+122141496865040 b_{12}^{2}\right. \\
& -75443354488256 b_{12}^{3}+27675556058272 b_{12}^{4}-3592730711808 b_{12}^{5}+312047956224 b_{12}^{6}  \tag{45}\\
& \left.-16716284928 b_{12}^{7}+576108288 b_{12}^{8}\right) \pi
\end{align*}
$$

For every $P_{k}$ that was calculated, we already imposed that $P_{1}=\cdots=P_{k-1}=0, k=2,3$. Through analysis, it was found that the equation $p_{3}=0$ has no real root, that is, the equations $P_{1}=0, P_{2}=0$, and $P_{3}=0$ have no common zeros. Therefore, the origin of system (20) is not an isochronous center.

Moreover, it is evident that while $P_{1}, P_{2}$ and $P_{3}$ do not share any common zeros, $P_{1}$ and $P_{2}$ should. By solving $P_{1}=P_{2}=0$, we can find the solutions for $a_{03}$ and $a_{04}$. Subsequently, the Jacobian determinant at the critical point is determined to be

$$
\begin{equation*}
\operatorname{det}\left[\frac{\partial\left(P_{1}, P_{2}\right)}{\partial\left(a_{03}, a_{04}\right)}\right]=\frac{15 \pi^{2}}{32} \neq 0 \tag{46}
\end{equation*}
$$

According to the above analysis and Lemma 6, we have the following theorem.

Theorem 15. The highest order of the weak center for system (20) at the origin is 2 if the condition (30) holds, i.e., at most 2 critical periods are generated from the center of system (20). Accordingly, at most 4 critical periods can bifurcate from two symmetric equilibria $(1,0)$ and $(-1,0)$ of system (3).

## 6. Conclusion and Discussion

Based on an exact symbolic computation of Lyapunov constants and period constants, we have studied the center problem and determined the maximum number of limit cycles and local critical periods for a class of switching $Z_{2}$ equivariant quartic system. Our findings reveal that at most 18 limit cycles and 4 local critical periods can bifurcate from two symmetric singular points. Up to our knowledge, the result of 18 limit cycles and 4 local critical periods are two new lower bounds on the maximum number of smallamplitude limit cycles and local critical periods for quartic switching smooth systems. The complexity of calculating Lyapunov constants and period constants in piecewise smooth systems increases with the degree of system (1). Compared to smooth systems, it is more challenging to improving the maximum number of limit cycles and local critical periods in these systems. Therefore, developing a more efficient method for calculating Lyapunov constants and period constants in piecewise smooth systems remains a challenging task.

## Appendix

$$
\begin{aligned}
X 1= & 4 x^{2}+4 x^{3}+x^{4}+y+2 a_{31} x y-2 b_{12} x y+3 a_{31} x^{2} y-b_{12} x^{2} y+a_{31} x^{3} y+a_{12} y^{2} \\
& +a_{12} x y^{2}+2 a_{22} x y^{2}+a_{22} x^{2} y^{2}+a_{03} y^{3}+a_{13} y^{3}+a_{13} x y^{3}+a_{04} y^{4} ; \\
Y 1= & -x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2}+b_{13} y^{3}+b_{13} x y^{3} ; \\
x= & r \cos [\theta] ; y=r \sin [\theta] ; \\
d r= & \text { Factor }(x X 1+y Y 1) / r / / . x \rightarrow r \cos [\theta] / / . y \rightarrow r \sin [\theta] ; \\
d \theta= & \text { FullSimplify }[\text { Factor }[D[\arctan [y / x], x] X 1+D[\arctan [y / x], y] Y 1 \\
/ / . x \rightarrow & r \cos [\theta] / / . y \rightarrow r \sin [\theta]]] ; \\
P= & \text { Normal }[\text { Series }[d r / d \theta, r, 0,10]] ; \\
r= & h+v_{2} h^{2}+v_{3} h^{3}+v_{4} h^{4}+v_{5} h^{5}+v_{6} h^{6}+v_{7} h^{7}+v_{8} h^{8}+v_{9} h^{9}+v_{10} h^{10} ; \\
H 1= & \text { Coefficient }[P, h] ; H 2=\operatorname{Coefficient}\left[P, h^{2}\right] ; H 3=\operatorname{Coefficient}\left[P, h^{3}\right] ;
\end{aligned}
$$

$$
\begin{aligned}
& H 4=\operatorname{Coefficient}\left[P, h^{4}\right] ; H 5=\operatorname{Coefficient}\left[P, h^{5}\right] ; H 6=\operatorname{Coefficient}\left[P, h^{6}\right] ; \\
& H 7=\operatorname{Coefficient}\left[P, h^{7}\right] ; H 8=\operatorname{Coefficient}\left[P, h^{8}\right] ; H 9=\operatorname{Coefficient}\left[P, h^{9}\right] ; \\
& H 10=\text { Coefficient }\left[P, h^{10}\right] \text {; } \\
& \text { Clear[r] } \\
& X 2=-4 x^{2}-4 x^{3}-x^{4}+y-2 a_{31} x y-2 b_{12} x y-3 a_{31} x^{2} y-b_{12} x^{2} y-a_{31} x^{3} y+a_{12} y^{2}+a_{12} x y^{2}-2 a_{22} x y^{2} \\
& -a_{22} x^{2} y^{2}+a_{03} y^{3}-a_{13} y^{3}-a_{13} x y^{3}-a_{04} y^{4} ; \\
& Y 2=-x-\frac{3 x^{2}}{2}-\frac{x^{3}}{2}+b_{12} y^{2}+b_{12} x y^{2}-b_{13} y^{3}-b_{13} x y^{3} ; \\
& x=r \cos [\theta] ; y=r \sin [\theta]]] ; \\
& d r=\text { Factor }[(x X 2+y Y 2) / r / / . x \rightarrow r \cos [\theta] / / . y \rightarrow r \sin [\theta] ; \\
& d \theta=\text { FullSimplify }[\text { Factor }[D[\arctan [y / x], x] X 2+D[\arctan [y / x], y] Y 2 \\
& / / . x \rightarrow r \cos [\theta] / / . y \rightarrow r \sin [\theta]]] ; \\
& Q=\operatorname{Normal}[\operatorname{Series}[d r / d \theta, r, 0,10]] ; \\
& r=h+u_{2} h^{2}+u_{3} h^{3}+u_{4} h^{4}+u_{5} h^{5}+u_{6} h^{6}+u_{7} h^{7}+u_{8} h^{8}+u_{9} h^{9}+u_{10} h^{10} ; \\
& G 1=\operatorname{Coefficient}[Q, h] ; G 2=\operatorname{Coefficient}\left[Q, h^{2}\right] ; G 3=\operatorname{Coefficient}\left[Q, h^{3}\right] ; \\
& G 4=\operatorname{Coefficient}\left[Q, h^{4}\right] ; G 5=\operatorname{Coefficient}\left[Q, h^{5}\right] ; G 6=\operatorname{Coefficient}\left[Q, h^{6}\right] ; \\
& G 7=\operatorname{Coefficient}\left[Q, h^{7}\right] ; G 8=\operatorname{Coefficient}\left[Q, h^{8}\right] ; G 9=\operatorname{Coefficient}\left[Q, h^{9}\right] ; \\
& G 10=\text { Coefficient }\left[Q, h^{10}\right] ; \\
& D \text { Solve }\left[\left\{v_{1}^{\prime}[\theta]==H 1, v_{1}[0]==1\right\}, v_{1}[\theta], \theta\right] ; D \operatorname{Solve}\left[\left\{u_{1}^{\prime}[\theta]==G 1, u_{1}[0]==1\right\}, u_{1}[\theta], \theta\right] ; \\
& V_{1}=\text { Factor }\left[v_{1}-u_{1} / / . \theta \rightarrow P i\right] \\
& D \text { Solve }\left[\left\{v_{2}^{\prime}[\theta]==H 2, v_{2}[0]==1\right\}, v_{2}[\theta], \theta\right] ; D \operatorname{Solve}\left[\left\{u_{2}^{\prime}[\theta]==G 2, u_{2}[0]==1\right\}, u_{2}[\theta], \theta\right] ; \\
& V_{2}=\text { Factor }\left[v_{2}-u_{2} / / . \theta \rightarrow P i\right]
\end{aligned}
$$
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A code snippet is provided in the Appendix.
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