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A Method of Image Restoration for Distortion of Object in Water-Air Cross-Media
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Uneven water-air media distribution or irregular liquid flow can cause changes in light propagation, leading to blurring and distortion of the extracted image, which presents a challenge for object recognition accuracy. To address these issues, this paper proposes a repair network to correct object image distortion in water-air cross-media. Firstly, convolutional combination performs feature extraction on water-air cross-media images, which retains the same features at the same scale and marks feature points with large differences. Then, an attention correction module for geometric lines is proposed to correct geometric lines in water-air cross-media images by comparing and sensing the marked feature points with large differences and utilizing the line similarity in positive and negative samples. Finally, the blurring artifact elimination module eliminates artifacts caused by image blurring and geometric line correction by using multiscale fusion of individual U-Net information streams. This completes the image restoration of object distortion under water-air cross-media. The proposed method is feasible and effective for restoring aberrated objects in water-air cross-media environments, with numerous experiments conducted on water-air cross-media image datasets.

1. Introduction

When the amphibious robot detects from the sea to the land, the image under the water-air cross-media is greatly affected by the external environment. On the one hand, the normal viewing angle is air-to-air, and the line-of-sight medium is air without change. Water-to-air is to detect things in the air through seawater in the water. The medium is uneven, and the light will undergo complex phenomena such as refraction, reflection, and diffraction, which will change the propagation path of the light, and the speed of the light in the medium will also change, which will lead to the geometric distortion of the image under the water-air cross-media, and then produce image distortion. On the other hand, the irregular motion of fluid causes image blur and artifact phenomenon, and bad areas such as weak texture scene and confusion of ringing artifacts appear. As a result, the feature discrimination of the image under the water-air cross-media is low and the feature distortion is generated, which seriously affects the effective identification of the investigation object.

It is difficult to repair object distortion image in water-air cross-media. Firstly, various types of distortion [1, 2] existing in image data (such as radial distortion and tangential distortion) need to be accurately identified and modelled in order to achieve effective repair. Traditional image correction methods use camera calibration technology to obtain internal parameters and distortion parameters of the camera [3, 4] and then use these parameters to correct the image. While these methods work well under sufficient prior conditions, they are not expected to work well under limited conditions. Secondly, due to the difference between the images obtained under different water quality, the detail texture in the image data is not obvious. Traditional image restoration uses various filters [5–7] to eliminate image blur artifacts and restores the clarity of the image by filtering the image in the frequency domain or airspace [8]. However,
a filter-based approach may result in loss of detail or the introduction of other artifacts.

In order to solve the above problems, this paper proposed a method of object distorted image inpainting under water-air cross-media. Firstly, the features of positive and negative samples of the image were extracted and fused. The convolution combination is used to extract the features of positive and negative samples, and the extracted features of the same scale are fused. Then, a water-air cross-media image geometric line attention correction module was designed. Self-attention perception of geometric lines in the image will produce distorted line correction. Finally, a water-air cross-media image blurring artifact elimination module was designed. For the blur of the image and the blur caused by geometric line correction, the multiscale feature fusion module is used to partially eliminate the blur artifacts in the image.

To address these issues, this paper proposes a restoration network on water-air cross-media images of objects. However, the existing methods do not adequately consider the irregular distortion and blur feature extraction of images. The following contributions are proposed:

(1) Aiming at the problem of feature aberrations of the objects existing in water-air cross-media images, this paper proposes a positive and negative sample feature extraction attention module. By comparing the spatial location features of clear image objects and water-air cross-media image objects, the feature points with smaller spatial location differences are retained, and the feature points with larger spatial location differences are marked for attention. Thus, the aberration features can be better focused.

(2) Due to the uneven distribution of water quality, the propagation path of light is altered, causing uncertain aberrations at the water-air cross-media. In this paper, we propose a geometric line attention correction module to address this issue. By reducing the distance between feature points with significant differences in positive and negative samples, this module achieves aberration correction. It enables the flexible and efficient capturing of global-local line features, effectively dealing with distorted lines in various scenes.

(3) To address the issue of irregular fluid flow, which leads to artifacts or blurring in water-air cross-media images, as well as the presence of feature residuals at the boundary of the corrected region after geometric line attention correction, this paper proposes a blur artifact elimination module. This module utilizes the multiscale fusion of individual U-Net information streams to efficiently remove the blurred artifact portion of the image, enabling effective multiscale deblurring.

2. Related Work

Feature extraction and feature fusion are commonly used techniques in machine learning and pattern recognition. It is used to extract valuable information and features from raw data and fuse these features into higher-level representations. A more comprehensive and accurate representation of images can be achieved by combining various feature extraction methods or features at different scales. Feature fusion enhances the performance and reliability of image processing and computer vision tasks by leveraging the strengths of different features. It serves as an effective approach to enhance image analysis and recognition, enabling the system to be more robust and accurate in complex and diverse scenarios. In [9], ResNet-50 is used for feature extraction in the encoding stage, and cascaded upsampling is used to recover the feature map resolution in the decoding stage, fusing multiscale image features and spectral feature pyramid structures layer by layer. Qiu et al. [10] proposed a parallel network consisting of a two-stream feature extraction and fusion module and a context extraction and transcription module that fuses content and location features extracted by two feature extraction networks. In [11], attention-based multistage multitask fusion was used for feature extraction, having low- and high-level fusion with matching attention, and efficient FPN were used for point-level fusion of cross-sensors and single sensors, respectively. Qi et al. [12] used ResNet50 as the feature extractor for the network, introducing channel attention and spatial attention to the extracted high-level underwater estimation features. This study [13] proposed a double-pyramid repair framework. The pyramid attention mechanism in the decoder, which acquires finer patches directly from the learning layer, complements the layer-by-layer pyramid convolutional feature extraction in the encoder, thus facilitating feature representation. Chandrashekar et al. [14] proposed improved deep learning architecture consisting of U-Net and attention gating. This article [15] proposed the introduction of multiscale cyclic residual convolution in generative networks and the use of attentional skip connections to enhance the information interaction between features of different scales. Li et al. [16] used optimized ResNet-34 for feature extraction. Ref. [17] proposed a new feature selection method for class label-specific mutual information. Each class tag selects a set of specific features, maximizes the information shared between the selected features and the object class tags, and narrates the shared information among all classes. In general, feature extraction and fusion techniques have the potential to enhance the performance of computer vision tasks. However, it is important to acknowledge that there exist challenges and limitations. For instance, combining different features can introduce redundancy, thereby degrading performance. Therefore, this paper focuses on utilizing feature fusion to address the issue of size variability between features and mitigate any negative impact on performance.

Distortion correction is used to remove the distortion effect in the image and make the image more consistent with the real-world geometry. In addition to traditional camera calibration methods, deep learning-based distortion correction methods have also emerged in recent years. These methods employ deep convolutional neural networks to learn distortion patterns within an image. This is achieved by constructing a convolutional neural network that maps...
the input distorted image to a geometrically correct image. Through this approach, the network gains the ability to understand and rectify the distortions present in the input image. These methods are trained by a large amount of calibration data and have high correction accuracy. In recent research [18], the quantification and correction of aberrations are discussed. It is mentioned that adaptive focusing can compensate for these aberrations but is only effective within a limited area of isoplanar patches. Ref. [19] proposed a new underwater image saliency detection framework that computes and estimates reliable underwater image saliency maps using Weberian descriptors based on quaternionic digit distance, pattern discriminability, and local contrast. In [20], Gao et al. used a single image to calibrate the camera through a specially designed checkerboard. Cai et al. [21] proposed a dynamic multiscale feature fusion method for underwater object recognition, which learned the spatial semantic features of the object through dynamic conditional probability matrix to improve the accuracy of underwater distorted objects. Mozaffari et al. [22] proposed a high-quality eye-tracking reference frame to improve real-time active eye movement correction system for revisit accuracy between consecutive imaging sessions. Some recent work [23] proposed a feature-level correction scheme with a correction layer embedded in the jump connection. Image features are precorrected by separating two parallel and complementary structures, content reconstruction and structure correction. Xu et al. [24] established a distortion model for linear processing of the radial distortion generated by images, iteratively estimated the unknown image mapping model online based on the classical Slotine-Li adaptive algorithm, and estimated the internal and external parameters in real time. This article [25] fitted the resonance scanner orientation data to a cosine model for correcting image distortion and sampling jitter, as well as accurately interleaving the image lines collected in the clockwise and anticlockwise resonance scanner portions of the rotation cycle for accurate correction. This study [26] introduced graph-based registration and mixing procedures to formulate and solve feature matching in each seafloor image pair through graph matching, so as to incorporate structural information between features. In their work, Decker and Zhang [27] introduced a novel application of dynamic time warping. This application allows for the estimation of the direction and relative strength of elliptical horizontal transverse isotropy anisotropy. Tian and Srinivasa [28] used fluctuation equations to develop a water surface spatial aberration model and algorithms to track water aberrations for image restoration of underwater images. To sum up, both traditional camera calibration methods and deep learning-based calibration methods have their own advantages and scope of application. However, for the uncertainty of aberrations in water-air cross-media images, an accurate camera model cannot be relied upon. Moreover, traditional methods may result in images that still contain distortions or have insignificant correction effects after restoration. Therefore, this paper proposes a geometric line attention correction module. This module utilizes attention perception of geometric lines to reduce the gap between positive and negative sample line features, thereby achieving improved geometric line restoration.

The primary advantage of deep learning methods in image restoration lies in their ability to automatically discern patterns and principles of image restoration from extensive training data. Through exposure to images within the training set, the deep learning model is capable of assimilating structural information and applying it to the restoration process. This data-driven approach is more adaptable and versatile compared to traditional, manually crafted image restoration algorithms. Furthermore, the deep learning approach can address various types of image restoration tasks, including denoising, deblurring, and missing data recovery. By thoughtfully designing the network structure and loss function, it can be tailored to different restoration tasks, yielding superior restoration results. Ljubenovic et al. [29] focus on a procedure in reducing degradation effects, frequency-dependent blurring, and noise in terahertz time-domain spectroscopy images in reflective geometry. Ref. [30] surveyed and generalized the existing relatively mature and representative underwater image processing models. The current status and future trends of underwater image processing are objectively assessed, and some insights into underwater vision and research directions for future development are provided. In recent research [31], an iterative filtering adaptive network was introduced into end-to-end learning to address the challenges posed by spatial variations and significant out-of-focus blurring. Liu et al. [32] proposed an attention-guided global-local adversarial learning network, which generates coarse fusion results under the attention weight graph and obtains regions of interest, edge loss functions, and spatial feature transformation layers to refine the fusion process. Their study [33] proposed an underwater image enhancement method based on potential low-order decomposition and image fusion and implemented an improved Laplace sharpening method and a gamma correction technique to adaptively compensate for color for removing color distortion. Jiang et al. [34] integrate visual and temporal knowledge at both global and local scales using convolutional recurrent neural networks. The proposed microable directional event filtering module enables the extraction of rich a priori boundaries from event streams. This method proves to be effective in handling real-world motion blur. This article [35] proposed to extract small object features by hybrid expansion convolutional network. Spatial semantic features are learned by adaptive correlation matrix and fused with spatial semantic features and visual features for underwater fuzzy object recognition. Zhang et al. [36] proposed a dual-path joint correction network. The method utilizes the multiscale U-Net to adaptively fuse features from different paths to generate enhanced images. In [37], Liu et al. introduced the attention mechanism of the model in terms of four dimensions: multiscale attention, channel attention, structural attention, and region of interest attention using dense blocks as a framework. The data is trained with the help of weakly supervised model. It is worth noting that the diversity of the datasets traditionally used for removing blur artifacts is insufficient to cover all possible types of blur artifacts. Furthermore, there are still some limitations in restoration, particularly for detailed textures. Therefore, this paper proposes a multiscale fusion of
the U-Net network information streams to remove the blur artifacts. The different scales of the U-Net network can learn distinct features and patterns, and their integration can provide a more comprehensive and accurate image restoration.

3. Proposed Method

The proposed method in this chapter consists of three parts, as illustrated in Figure 1. The overall architecture is based on U-Net. The first part is a feature extraction attention module for positive and negative samples of water-air cross-media images. It involves extracting features from the samples using convolutional combinations, where features with small differences are retained and features with large differences are labeled. The second part is the attention correction module for geometric line of water-air cross-media images. It focuses on correcting features that cause distortion by reducing the distance between labeled features with significant differences. Lastly, the third part is the blur artifact elimination module using multiscale fusion of blurring and geometric line correction. The module partially eliminates these artifacts by utilizing multiscale fusion of individual U-Net information streams.

To enhance the capacity and effectiveness of the proposed method, we introduce additional skip connections at the input image locations, as represented by the dotted lines in Figure 1. The distorted image inpainting method under the water-air cross-media thus provides more paths for image feature information to be transmitted more quickly to subsequent levels. This improvement helps to enhance feature transmission and learning, enabling the network to better capture the structure and characteristics of the input data, as well as the nonlinear mapping relationship between the input and output, leading to better performance of the model. Overall, this approach results in a more expressive and efficient model.

3.1. Feature Extraction and Attention Module of Positive and Negative Samples of Water-Air Cross-Media Images. Due to the influence of water surface fluctuation in the water-air environment, the feature discrimination in the water-air cross-media images is low, and the image distortion part is easy to be ignored by the algorithm. In this chapter, the positive-negative sample feature extract attention module (PSFEAM) of the water-air cross-media images is constructed. For the positive and negative samples of the water-air cross-media images, the spatial location features of the object are extracted, respectively, and the feature points with large differences in spatial location are marked with attention. The overall process of feature extract and attention module for positive and negative samples is shown in Figure 2.

In this chapter, the water-air cross-media image and its different scale views are used as positive samples $x_i$ ($i = 1, 2, 3$), and the real ground image and its different scale views are used as negative samples $x_i^-$. The feature extraction module (FEM) is trained from multiscale positive sample images $X = \{x_1, x_2, x_3\}$ and multiscale negative sample images $X^- = \{x_1^-, x_2^-, x_3^-\}$.

The whole network framework contains six feature extraction modules, two of which are a group for feature extraction of positive and negative samples of the same scale. The input side inputs $256 \times 256 \times 32$, $128 \times 128 \times 64$, and $64 \times 64 \times 128$ pixel size positive samples $x_i$ and negative samples $x_i^-$. Each scale image contains two convolution branches $FEM_i$ and $FEM_i^-$, applying the same convolution structure. The convolutional structure uses a stack of two $3 \times 3$ and $1 \times 1$ convolutional layers. An additional $1 \times 1$ convolutional layer is used to further refine the connected features.

The principle of extracting feature information from positive and negative samples is as follows:

$$T_{\text{feature}} = f_{\text{extract}}(X; H, W),$$
$$T_{\text{feature}}^- = f_{\text{extract}}^-(X^-; H, W),$$

where $f_{\text{extract}}$ represents the extraction function of positive sample features and $f_{\text{extract}}^-$ represents the extraction function of negative sample features. The $H$ and $W$ denote the width and height of the input image. The feature extraction module processes each scaled image to extract relevant features, denoted as $T$. Through the convolutional layer, small feature differences between positive and negative samples are retained, while large feature differences are emphasized in order to delineate the spatial location of water-air cross-media objects in the image.

This subsection is aimed at retaining the feature points extracted from the positive and negative samples with small differences, while paying attention to the feature points with significant differences. The feature points extracted from the negative samples are standard feature points since the negative samples are ground-truth images. However, in the case of positive samples, which are distorted due to the water-air cross-media environment, some feature points may have altered spatial locations. In this section, the feature points with significant differences are marked for attention in preparation for the correction module in the next section.

3.2. Attention Correction Module for Geometric Lines in Water-Air Cross-Media Images. After extracting the image features and performing feature fusion, it is necessary to correct the distorted parts in the water-air cross-media image to minimise the influence of the image feature information by the interference of image distortion. This chapter proposes a geometric line attention correction module (GACM). The method corrects lines that cause image distortion by using self-attentive perception of feature points. It focuses on feature points with large differences between positive and negative samples and reduces their feature distances. In this way, water-air cross-media image repair can be handled effectively. The overall process of the geometric line attention correction module is shown in Figure 3.

Geometric line attention correction is performed using an attention mechanism for various distorted geometric lines in the image. The geometric line attention correction module consists of three channel attention modules (CAM) and two spatial attention modules (SAM) to extract the local-global geometric line features of the image. It contains one global
pooling operation and two $1 \times 1$ convolutional layers for generating $C \times 1$ attention maps given different scales of feature maps $C \times H \times W$. One CAM architecture is shown in Figure 4.

The outputs of all CAMs are connected to SAM. The SAM integrates the raw encoder features and CAM features through a two-branch convolution. In one branch, the global average pooling is performed and the convolutional layers are combined to obtain a global information feature map. The other branch is global maximum pooling, which performs convolutional layer combination to obtain significant geometric line information feature maps. In the spatial

**Figure 1:** General flow chart of object distortion image repair method in water-air cross-media.

**Figure 2:** PSFEAM overall architecture.
attention module, MaxPool is able to highlight important features in water-air cross-media images, while AvgPool is able to extract overall information. The parallel combination of the two can balance the needs of highlighting local details and overall scene features. At the same time, the use of parallelism can obtain more feature representation without adding too much extra computational burden. In the total pooling branch, the weight map is generated by sigmoid to enhance the geometric line regions. The final geometric line attention feature map is output. To localise the distorted geometric lines in the water-air cross-media image, two SAM outputs are applied as additional line supervision. One SAM architecture is shown in Figure 5.

The feature map $F_i$ ($i = 1, 2, 3$) is output after geometric line attention correction module. For the significantly different feature points labelled in the positive-negative sample feature extract attention module, the

$$s_{\text{sim}}(l', l) = \left( \frac{1}{\|l\|}, \frac{l'}{\|l\|} \right)$$

(2)

where $s_{\text{sim}}(l', l)$ is the similarity between the distortion geometric line $l'$ in the positive sample and the object restoration line $l$ in the negative sample. Geometric lines in water-air cross-media images are corrected by comparing lines in positive and negative samples to adjust the correction parameters. By weighing the attentional weights of the distorted geometric lines in softmax based on $s_{\text{sim}}(l', l)$, the attention level of each distorted geometric line can be expressed as

$$s'_{\text{sim}}(l', l) = \kappa \text{softmax} s_{\text{sim}}(l', l),$$

(3)

where $\kappa$ is a constant.

The geometric line attention correction module loss $L_{\text{GACM}}$ is computed using the Sobel operator from which the $x_i$ corresponding edges are extracted as ground-truth $X_{\text{edge}}$:

$$L_{\text{GACM}} = \| F_i - X_{\text{edge}} \|_2.$$  

(4)

$L_{\text{GACM}}$ is the difference between the GACM output $F_i$ and the ground-truth $X_{\text{edge}}$.

3.3. Blurring Artifact Elimination Module for Water-Air Cross-Media Images. There were fluid irregularities in the water-air cross-media environment that caused artifacts or blurring in the image. The geometric line attention correction module also leads to feature residuals at the boundary of the correction site. In this chapter, a blur artifact elimination module (BAEM) is proposed for water-air cross-media images. The method uses feature maps of different scales to eliminate the blur artifacts in the image through the multiscale feature fusion module (MFFM), so as to achieve efficient multiscale deblurring. The overall process of the blur artifact elimination module is shown in Figure 6.

The high-level network has a relatively large receptive field and strong ability for characterization of semantic information, but the feature map has low resolution and weak characterization of geometric information (lack of spatial geometric feature details). The low-level network has a relatively small receptive field and strong geometric detail information characterization ability, and although the resolution is high, the semantic information characterization ability is weak. At this point, it is necessary to integrate the network characteristics and perform multiscale feature fusion.

The multiscale feature fusion module performs feature fusion across different scales. This enables the flow of information from various scales within a single U-Net model. The whole network contains two MFFM; MFFM$_1$ is the first level of multiscale feature fusion, and MFFM$_2$ is the second level of multiscale feature fusion. Specifically, the MFFM formula is as follows:

$$\begin{align*}
\text{MFFM}^\text{out}_1 &= \text{MFFM}_1 \left( F_1^{\text{out}}, \left( F_2^{\text{out}} \right)^1, \left( F_3^{\text{out}} \right)^1 \right), \\
\text{MFFM}^\text{out}_2 &= \text{MFFM}_2 \left( F_1^{\text{out}}, F_2^{\text{out}}, \left( F_3^{\text{out}} \right)^1 \right),
\end{align*}$$

(5)

where MFFM$_n^{\text{out}}$ denotes the output of the $n$th MFFM. Applying upsampling (1) and downsampling (1) allows features from different scales to be connected.

The loss function of the blur artifact elimination module is computed using a multiscale content loss function that employs the Euclidean distance as a distance metric between feature vectors. The loss function $L_{\text{BAEM}}$ is defined as follows:

$$L_{\text{BAEM}} = \sum_{k=1}^{K} \frac{1}{s_k} \| X - X^- \|^2,$$

(6)
where \( K \) is the number of levels. Divide the loss by the number of total elements \( t_k \) for normalisation. Additionally, the use of the squared error as the distance measure in the loss function aims to enhance the dissimilarities between different images in the feature space, thereby promoting a more stable training process. The squared error helps mitigate the impact of noise, image distortion, and other factors that may interfere with the Euclidean distance measurement, thus improving the model’s robustness. Moreover, employing squared error simplifies mathematical computations, rendering it more convenient for calculations.

The final loss function for training the network is determined as follows:

\[
L_{\text{total}} = L_{\text{GACM}} + \lambda L_{\text{BAEM}},
\]

where \( \lambda \) denotes a scaling factor for controlling the loss ratio of the geometric line attention correction module and the blur artifact removal module.

4. Experiment

4.1. Experimental Setup

4.1.1. Experimental Environment. In this experiment, training, validation, and testing were performed on a small server with Intel® Core™ i7-1165G7 CPU, RTX 3090 GPU, and 64G RAM. In order to reflect the objectivity of the proposed method in the comparison experiments, a U-Net convolutional neural network was used for deep network construction using Visual Studio Code deep learning tool implementation.

4.1.2. Dataset. The main research problem of this paper is to address the challenges posed by object distorted images in water-air cross-media using a multiscale feature attention approach. Since there is no publicly available dataset of water-air cross-media scenes, the data used in this paper is a self-made dataset generated by taking water-air cross-media scene images from an underwater camera outward in a transparent pool (considering the problem of media variation in transparent pools, the aberrated images from this shot did not pass through the media of the transparent pool). The camera shoots in air to obtain a ground-truth image, which is the negative sample. The camera shoots in water to get a water-air cross-media figure, which is the positive sample. The turbidity is due to the fact that when the camera is moving, the camera is near the bottom of the water where the sediment is, and the camera is near the surface of the water where the turbidity is lower.

In order to evaluate the image restoration performance of the proposed methods for water-air cross-media scenes, all the methods are tested on the water-air cross-media distorted image dataset (WCDID). Since the shooting environment is daytime with fine weather, the applicability of the dataset and the range of applications are considered. In order to make the proposed object aberration image restoration network under water-air transmedia better trained, the data is augmented by data augmentation (simulating the shooting time by augmenting the brightness and darkness and augmenting the rotated images to increase the dataset of the object under water-air environment). The data is split into a training set, test set, and validation set with a ratio of 7:2:1, based on a training set of 1407 images. After applying data augmentation, the image data is expanded fivefold, resulting in a total of 10050 images, including 7035 training images, 2010 test images, and 1005 validation images. Within the self-made dataset, there are 3765 water-air cross-media images in conventional environments, 3290 in low turbidity environments, and 2995 in high turbidity environments. In the test datasets, there are 895 water-air cross-media pictures in conventional environments, 575 in low turbidity environments, and 540 in high turbidity environments.
The dataset in this paper has been filtered appropriately according to the water-air cross-media scenario, and the data quality is relatively high. At the same time, the data are effectively augmented to reach a certain quantity in the relatively high data, so the WCDID dataset meets the requirements of the water-air cross-media environment background and has a good representation in both “quality” and “quantity.”

4.1.3. Learning Rates and Training Settings. Usually, the initial learning rate is set to a smaller value, and then, the learning rate is dynamically adjusted during the training process. We train the network model using ground-truth images and water-air cross-media images as inputs to the network model. The algorithm proposed in this paper sets the initial learning rate to 0.0001 during the training process and uses poly to adjust the dynamic learning rate. In order to prevent the model from oscillating or overfitting during the training process, the decay is set to 0.0005 in the paper, and the stochastic gradient descent method is used to gradually decrease the learning rate with the number of training steps for training. Each iteration of the training input sample batch size is 8, and the number of epochs is 300. In the initialisation training stage of the model, the training process will appear local optimum without reaching the global optimum. In this paper, setting momentum to 0.9 can solve the problem to some extent.

4.1.4. Evaluation Indicators. There is no single evaluation metric that is perfect for assessing this scenario when evaluating water-air cross-media image restoration. After reviewing a large amount of relevant literature, we chose to use evaluation metrics that are commonly used in existing research in this field. In order to evaluate the performance of the proposed algorithm, the evaluation metrics of the proposed algorithm are chosen as mean square error (MSE), peak signal-to-noise ratio (PSNR), structural similarity (SSIM), and line straightness metric (LineAcc) [38].

This MSE is an intuitive metric that evaluates the differences between images by calculating the squared difference between their pixel values. The MSE is a common measure of how close the restored image is to the ground-truth image and is given by the following formula:

$$\text{MSE} = \frac{\sum_{x,y} (G(x,y) - D(x,y))^2}{t \times d}$$  \hspace{1cm} (8)

where $G$ is the ground-truth image, $D$ is the restored image, and $t \times d$ is the size of each image.

The PSNR is an expression of the ratio between the maximum possible value (power) of the signal and the power of the distorted noise that affects the quality of its representation and is given by the following equation:

$$\text{PSNR} = 10 \log_{10} \left( \frac{\text{MAX}(G)^2}{\frac{1}{(t \times d)} \sum_{x=1}^{t} \sum_{y=1}^{d} (G(x,y) - D(x,y))^2} \right).$$  \hspace{1cm} (9)

SSIM is an image quality metric for estimating the visual impact of variations in image brightness, contrast, and structure and is formulated as follows:

$$\text{SSIM} = \frac{(2\mu_G\mu_C + C_1)(2\sigma_{RG} + C_2)}{\mu_R^2 + \mu_C^2 + \sigma_R^2 + \sigma_C^2 + C_1^2 + C_2^2},$$  \hspace{1cm} (10)

where $\mu_R$, $\mu_C$, $\sigma_R$, $\sigma_C$, and $\sigma_{RG}$ are the local mean, standard deviation, and intercovariance of the ground-truth image $G$.
and the restored image $D$, $C_1$ and $C_2$ are constants that can be defined as

\begin{align*}
C_1 &= (0.01 \times L)^2, \\
C_2 &= (0.03 \times L)^2,
\end{align*}

where $L$ is the specified dynamic range value.

LineAcc evaluates the change in curvature of the marker line (the line that marks the significant line in the test dataset). The specific LineAcc algorithm is shown in Figure 7.

The formula is as follows:

\begin{equation}
\text{LineAcc} = 1 - \frac{1}{n} \sum_{i=0}^{n-1} \frac{y_{d_i} - y_{d_{i+1}}}{x_{d_i} - x_{d_{i+1}}} - \frac{y_{g_i} - y_{g_{i+1}}}{x_{g_i} - x_{g_{i+1}}},
\end{equation}

where LineAcc indicates the similarity between the slopes of these two lines and $n$ is the number of uniformly sampled points in each line. $(x_{g_i}, y_{g_i})$ and $(x_{d_i}, y_{d_i})$ indicate the coordinates of the corresponding points in the reference and distorted images.

4.2. Image Restoration for Distortion of Object in Water-Air Cross-Media

4.2.1. Comparative Experiments on Public Datasets. This dataset is an air-water vision dataset produced by Li et al. [39] based on the ImageNet dataset, where a computer monitor is placed under a glass jar which is filled with about 13 cm of water, a small stirring pump is used to keep the water in motion, and a large dataset of distorted and undistorted image pairs is constructed by capturing images of ImageNet displayed under the water surface. For experiments on the ImageNet dataset, we selected 8250 images, divided the dataset according to 7:2:1, and selected 5775 images for training and 825 images for testing.

For the cross-media distorted image restoration experiments, in order to evaluate the performance of the proposed algorithm in conventional scenarios, the algorithm of this paper is compared with the more advanced methods proposed by the existing AWTVFFNet [40], UnfairGAN [41], LPF [42], and CARNet [43]. The mean square error, peak signal-to-noise ratio, structural similarity, and time for image restoration of this paper’s algorithm and the compared algorithms are shown in Figure 8.

From the visual effect Figure 8, it can be seen that different algorithms have repaired the distorted parts of the image, but the correction effect for the geometric lines is not very obvious, and the algorithm proposed in this paper is better than the other algorithms for the geometric line correction. The blurring of the letters in the figure is not obvious, but from the results, the algorithm proposed in this paper can vaguely see the letters, proving that the performance of the algorithm proposed in this paper is better than other algorithms on the ImageNet dataset.

It can be seen from Table 1 that, on the MSE and PSNR metrics, UnfairGAN performs the best, while LPF performs the worst. The superiority of the UnfairGAN maintains the consistency and coherence of the generated image in the case of image clarity, which makes the repaired region and the surrounding real image more integrated and matched. The ability of the network to generate high-quality, high-detail images is enhanced by using a complex network structure and employing a specific loss function during the training process. On SSIM metric, our method performs the best, while LPF performs the worst. On the LineAcc metric, our method performs the best while LPF performs the worst. From the results of these metrics, our proposed method shows better performance overall. Our method achieves better results in terms of images quality (PSNR and SSIM) and line accuracy (LineAcc) and is able to better recover the details and geometric lines of the water-air cross-media images relative to other methods. However, it is also important to note that although our method shows better results in some metrics, there is still some room for improvement. For example, our method is slightly inferior to UnfairGAN in the MSE and PSNR metrics, which may be caused by the less than perfect processing of certain details in our method. Therefore, for further improvement of image quality and accuracy, we can continue to optimize and improve our method.

4.2.2. Doing Comparative Experiments on Self-Made Datasets

(1) Analysis of the Results of Experimental Comparisons in Routine Situations. For the cross-media aberration image restoration experiments, the algorithm of this paper is compared with other algorithms in order to evaluate the performance of the proposed algorithm in conventional scenarios. The MSE, PSNR, SSIM, and LineAcc of image restoration of this paper’s algorithm and the compared algorithms are shown in Figure 9.

From the visual effect (Figure 9), it can be seen that this paper’s self-made datasets repair works better, and other algorithms may be effective in some specific cases but may not generalize well for complex scenes. The proposed method performs better in terms of sharpness and contrast, retains more details of the water-air cross-media scene, and better guides the distorted images to be repaired at sharp boundaries or regions, further proving the effectiveness of the proposed algorithm.

From Table 2, it can be seen that UnfairGAN and our proposed method perform the best and LPF performs the worst in terms of MSE metric. This indicates that UnfairGAN and our method can reduce the error in reconstructing the images and better recover the details in the water-air cross-media images. However, the LPF uses the lucky-patch search strategy based on copying and pasting of image content, which relies on a large amount of image data. So, it does not work well in conditions where the number of datasets is limited. In terms of PSNR and SSIM metrics, our method performs the best while LPF performs the worst. The higher PSNR and SSIM values indicate that our method is relatively closer to the original image in terms of reconstructed image quality and can maintain good structural similarity. In the LineAcc metric, our method performs the best while LPF performs the worst. This indicates that our
method can better recover geometric lines in water-air cross-media images and improve line accuracy. Taken together, our method achieves better results in several metrics and can effectively solve the distortion problem in water-air cross-media images. However, further research and improvement of the method are still needed to further enhance the performance and adaptability.

(2) Analysis of the Results of Comparative Experiments in Slightly Turbid Water Environments. Due to the presence of a large amount of sediment in the scene where the water-air is located, the larger particles of sand will sink to the bottom of the water due to gravity when the water surface fluctuates relatively small, and a small portion of gravel will be suspended in the water resulting in slightly turbid...
Table 1: Quantitative evaluation of comparison experiments on ImageNet dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LineAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWTVVFFNet</td>
<td>828.42</td>
<td>23.4936</td>
<td>0.5572</td>
<td>32.483</td>
</tr>
<tr>
<td>UnfairGAN</td>
<td>786.54</td>
<td>23.6897</td>
<td>0.5837</td>
<td>31.856</td>
</tr>
<tr>
<td>LPF</td>
<td>855.19</td>
<td>21.1439</td>
<td>0.4795</td>
<td>31.054</td>
</tr>
<tr>
<td>CARNet</td>
<td>831.47</td>
<td>22.2634</td>
<td>0.5271</td>
<td>32.758</td>
</tr>
<tr>
<td>Ours</td>
<td>799.56</td>
<td>23.5741</td>
<td><strong>0.5906</strong></td>
<td><strong>33.125</strong></td>
</tr>
</tbody>
</table>

Bolded black texts are the best data.

water quality. In order to further evaluate the performance of the proposed algorithm under turbid water, the algorithm in this paper is compared with other algorithms. The MSE, PSNR, SSIM, and LineAcc of image restoration of this paper’s algorithm and the compared algorithms are shown in Figure 10.

As can be seen from the visual effect (Figure 10), although the image restoration is carried out in the case of mildly turbid water quality, the contour boundaries in the image can be seen more clearly. The geometric line attention correction module proposed in this paper still shows better results, proving the effectiveness of the proposed algorithm in the turbid water quality and water surface fluctuation environment.

As can be seen from Table 3, the UnfairGAN and our proposed method perform better on the MSE metric, while LPF performs the worst. In terms of PSNR and SSIM metrics, UnfairGAN and our method perform better, while LPF performs the worst. In the LineAcc metric, our method performs better while LPF performs worst. We note that the AWTVVFFNet method is in a relatively stable state and the PSNR and SSIM metrics are relatively good due to the fact that the AWTVVFFNet network performs adaptive weight assignment based on the structural features of different regions in the image by introducing anisotropic weighting technique. This helps in better processing of details and textures in the image. However, its parameters need to be carefully selected and tuned in order to be applicable to water-air cross-media scenarios. This indicates that our method can better recover geometric lines in water-air cross-media images and improve line accuracy. In the case of low water turbidity and slight blurring of the images, the algorithms in this paper demonstrate the remarkable performance of their image restoration. Taken together, our method shows better results on several metrics and can effectively solve the distortion problem in water-air cross-media images.

Under high turbidity conditions, “UnfairGAN” performs well on all metrics except “LineAcc.” To better illustrate the value of the method proposed in this paper, we provide a comparison of the training time with other methods.

As seen in Figure 12, the method proposed in this paper shows better performance in terms of training time. This is due to the utilization of skip connections, which provide additional paths for gradient propagation. This helps in training the deep network more effectively, enhancing training efficiency and stability.

4.2.3. Ablation. An ablation experiment is conducted to verify the effectiveness of geometric line attention correction module (GACM) and blur artifact elimination module (BAEM) in the algorithm proposed in this paper. The experiment is performed on a self-made water-air cross-media image dataset. U-Net is used as the baseline for the ablation experiment. The experimental visual results are shown in Figures 13, and the results are shown in Table 5.

As the geometric line attention correction module can correct and enhance the geometric lines in the image, it makes the geometric structure in the image more obvious and accurate, improves the quality and visual effect of the image, and makes the image easier to understand and analyze. The image blur and artifact removal module not only removes blur and artifacts in the image by combining different scales of image information but also removes the residuals in the boundary area brought about by the geometric line attention correction module, which improves the clarity and details of the image, making the image clearer, sharper,
and easier to observe and analyze. The combination of the two not only improves the evaluation indexes but also enables the repair of more complex scenes.

As evident in Table 5, the addition of GACM and BAEM to the baseline individually resulted in significant improvements across all indicators compared to the baseline. However, the highest quality metrics were obtained when both GACM and BAEM were added together. This can be attributed to the geometric line correction module, which corrects images by reducing the distance between positive and negative sample features. Additionally, the multiscale fusion single U-Net model effectively handles image features at different scales through the introduction of multiscale information and fusion operations, leading to better artifact removal. The combination of these two techniques not only enhances the evaluation indexes but also enables the repair of more complex water-air cross-media scenes.

### 5. Discussion

In the case of water-air transboundary situations, refraction and reflection of light propagating between water and air result in deformation of the image. This poses a challenge
for the exploration of the marine environment. In such cases, the image of the object over water is usually reduced and decreased, which means that the size of the object is smaller and its position is decreased compared to that in the water. This is due to the high refractive index of water, which bends the light as it exits the water, making the object appear smaller. In addition, the refraction of light causes the position of the object to appear to drop. However, it should be noted that factors such as water ripples and distortions are often present at the water-air interface, which can further affect the degree of image distortion. At the same time, light propagation in water is also affected by factors such as water turbidity and immersion depth.

For object-distorted images under water-air cross-media, researchers can analyze and study them by using optical principles and image processing techniques to realize the correction and correction of distorted images [44]. These researches are of great significance to the fields of underwater observation, underwater photography, and underwater image processing. Therefore, researchers need to comprehensively consider the influencing factors in different media in order to seek effective image restoration methods to improve the accuracy of recognizing and recovering object features in the marine environment.

### Table 3: Quantitative evaluation of images in slightly turbid water environments.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LineAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWTVFFNet</td>
<td>834.83</td>
<td>22.5275</td>
<td>0.5736</td>
<td>30.412</td>
</tr>
<tr>
<td>UnfairGAN</td>
<td><strong>795.24</strong></td>
<td>22.4501</td>
<td>0.5844</td>
<td>30.807</td>
</tr>
<tr>
<td>LPF</td>
<td>857.62</td>
<td>21.7234</td>
<td>0.4778</td>
<td>30.051</td>
</tr>
<tr>
<td>CARNet</td>
<td>848.40</td>
<td>22.0536</td>
<td>0.5054</td>
<td>31.199</td>
</tr>
<tr>
<td>Ours</td>
<td>801.71</td>
<td><strong>22.5967</strong></td>
<td><strong>0.5868</strong></td>
<td><strong>31.274</strong></td>
</tr>
</tbody>
</table>

Bolded black texts are the best data.
Image restoration of object aberrations in water-air cross-media is a complex and challenging task. To solve this problem, researchers have carried out a series of works. First, they analyzed and understood the aberration mechanism of light in the water-air cross-media process through optical principles and physical models. This helps to reveal the causes and characteristics of image aberrations and provides a theoretical basis for subsequent restoration methods. Second, the researchers utilize image processing techniques and computer vision algorithms to realize the restoration of the object distorted image. This includes removing or correcting deformations and distortions in the image and restoring the true shape and position of the object. Commonly used restoration methods include image alignment based on feature point matching [42, 45], deformation modeling and correction [46], and filtering algorithms to remove water surface fluctuations. These methods are aimed at transforming and filtering the image according to the distortion features, making the restored image reflect the appearance of the original object more accurately. In addition, to improve the restoration results, researchers often utilize advanced machine learning and deep learning techniques. They train neural network models to recognize and restore distorted object images by using large-scale training.

**Table 4**: Quantitative evaluation of images in environments with high water turbidity.

<table>
<thead>
<tr>
<th>Method</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LineAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWTVFFNet</td>
<td>889.52</td>
<td>22.069</td>
<td>0.5724</td>
<td>30.370</td>
</tr>
<tr>
<td>UnfairGAN</td>
<td><strong>813.73</strong></td>
<td><strong>22.2519</strong></td>
<td><strong>0.5826</strong></td>
<td>30.715</td>
</tr>
<tr>
<td>LPF</td>
<td>905.91</td>
<td>21.2177</td>
<td>0.4437</td>
<td>28.127</td>
</tr>
<tr>
<td>CARNet</td>
<td>866.47</td>
<td>21.9323</td>
<td>0.5028</td>
<td>30.913</td>
</tr>
<tr>
<td>Ours</td>
<td>818.24</td>
<td>22.2154</td>
<td>0.5819</td>
<td><strong>30.974</strong></td>
</tr>
</tbody>
</table>

Bolded black texts are the best data.

**Figure 11**: The effect of the image under the environment of high turbidity of water quality.
datasets. This approach better captures features and details in the image and generates more accurate restoration results. Finally, researchers need to verify the effectiveness and accuracy of the restoration method through experimentation and evaluation. They will use simulated data or actual captured image data [47] to perform quantitative and qualitative evaluations to compare the image quality before and after restoration to assess the performance of the restoration method.

In the future, image restoration of object aberrations in water-air cross-media will continue to see development and improvement. With the application of deep learning technology, deep learning has made great progress in the field of image processing, which can automatically learn the features and patterns of images by learning from a large amount of training data. The application of deep learning techniques to image restoration of object aberrations in...
water-air cross-media can further improve the accuracy and robustness of the restoration algorithms. Utilizing multimodal data fusion (e.g., LiDAR, sonar, and optical images) in conjunction with sensor calibration techniques can provide more comprehensive and accurate object information. Methods for fusing multiple data sources can be used to further improve the restoration of object distortion images. The development of more accurate and adaptable physical models can better characterize the deformation of water-air cross-media. These models can more accurately capture and repair aberrations in images and provide a more reliable basis for restoration algorithms. Efficient real-time restoration algorithms are designed for the application needs in the fields of underwater observation and underwater photography. These algorithms should have the ability to process images quickly and perform repair operations quickly and accurately in real-time scenes. The adaptive restoration methods that can automatically adjust restoration strategies according to different water quality, water conditions, and observation environments were introduced. This can better adapt to the needs of object aberration image restoration in different environments and improve the adaptability and robustness of restoration. When studying scenes in water-air cross-media images, it is very important to consider air-water cross-media scenes at the same time. Such comparative and contrasting studies can help us to better understand the differences in optical properties and object representations between different media, providing us with a more comprehensive perspective, as well as more valuable information for research and applications in related fields. Computer vision, optical imaging, and deep learning are comprehensively applied to establish suitable models and algorithms to solve the problems of target object recognition, depth estimation, and localization after image restoration. This will help improve the accuracy and reliability of underwater target detection and imaging and expand the research and application prospects in related fields. With the continuous progress of technology and the introduction of new methods, object distortion image restoration under water-air cross-media will face more opportunities and challenges. This will drive the improvement of restoration algorithms and provide more accurate and reliable image restoration tools for underwater observation, underwater photography, and underwater image processing.

Table 5: Quantitative evaluation of ablation experiments of aberrated images in water-air cross-media.

<table>
<thead>
<tr>
<th>GACM</th>
<th>BAEM</th>
<th>MSE</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LineAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>√</td>
<td>1046.38</td>
<td>20.1650</td>
<td>0.3985</td>
<td>29.072</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>854.27</td>
<td>21.9718</td>
<td>0.5714</td>
<td>31.825</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>866.41</td>
<td>21.9157</td>
<td>0.5676</td>
<td>30.473</td>
<td></td>
</tr>
<tr>
<td>√</td>
<td>799.17</td>
<td>22.3546</td>
<td>0.5933</td>
<td>32.104</td>
<td></td>
</tr>
</tbody>
</table>

Bolded black texts are the best data.
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