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(e COVID-19 pandemic, a public health crisis of worldwide importance, announced by theWorld Health Organization (WHO)
in January 2020 as an outbreak, has made distance education through the E-learning system an urgent and irreplaceable re-
quirement. (e study assessed factors affecting students’ online learning outcomes during the COVID-19 pandemic through
interviews with 404 students who were subjects of the survey using the convenience sampling method via questionnaires. (e
study utilized the reliability analysis through Cronbach’s Alpha and the Bayesian Exploratory Factor Analysis (BEFA). (e
evaluation results of the research scales showed that 28 observed variables were used tomeasure 7 research concepts. Test results of
the hypotheses showed that students’ online learning outcomes are affected by 6 factors in the descending order, respectively,
learner characteristics, perceived usefulness, course content, course design, ease of use, and faculty capacity.

1. Introduction

Recently, advances in modern computer and network
technology have driven the development of distance edu-
cation [1]. In addition, the COVID-19 pandemic, a public
health crisis of worldwide importance, announced by the
World Health Organization (WHO) in January 2020 as an
outbreak, has made distance education through the
E-learning system an urgent and irreplaceable requirement.
Despite the current pandemic that is hindering education
worldwide, online learning based on Internet services has
become available and universal, facilitating the learning
system. Colleges and universities use online resources to
continue their educational journey through software ap-
plications such as Zoom and Microsoft Teams.

As a result, the effectiveness of E-learning and students’
online learning outcomes become a matter of concern for
universities in particular and the society in general. In fact,

there has been a significant increase in research on factors
affecting students’ online learning outcomes. According to
[2], improved communication technologies enable easy
learning systems since access to social media is a beneficial
source of information and communication. Online tech-
nology is seen as an active element of both students’ and
lecturers’ learning systems. During the pandemic era, several
nations used television broadcasts and online sources to
promote distance education. Prioritizing distance education
primarily through online systems is a “model change in
education.” (e jammed education wheel causes certain
instabilities regarding learners’ future, emphasizing the
importance of technology in our lives. Online learning is a
useful tool to overcome the challenges of the pandemic crisis
in particular and other difficulties in general [3]. However,
many argued that online learning is an education crisis
today. Most learners are not interested in online learning
due to limited interactions, unstable sound and visual quality
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due to dependence on Internet quality, and technological
equipment not meeting demand.(erefore, this study aimed
to explore factors that affect students’ outcomes during the
online learning process.

Previous studies on the factors affecting students’ online
learning outcomes used the traditional exploratory factor
analysis (EFA) method to identify the representative factors.
(is study will contribute to the existing empirical literature
by integrating the Bayesian approach to traditional EFA that
simultaneously selects the dimension of the factormodel, the
allocation of manifest variables to factors, and the factor
loadings. (eoretically, traditional EFA is divided into four
steps: (i) choosing the dimension of the factor model; (ii)
allocating manifest variables to factors; (iii) estimating factor
loadings; and (iv) discarding measurements that load on
multiple factors. (ere are several methods for selecting the
dimension of the latent factors to extract and rotate factors
[4–6]. However, each of the dimensions selected by analysts
at each stage of a traditional EFA has substantial conse-
quences on the estimated factor structure [7]. To overcome
this problem, Conti et al. [7] proposed not to choose the
number of factors in the first step but to choose factors
together with other parameters by the Bayesian approach.
Besides, by this approach, the allocation of manifest vari-
ables to factors will base the model with the highest prob-
ability. (ese are the fundamental ideas that prompted us to
conduct this study.

(e study is structured as follows: A literature review is
provided in Section 2, followed by research methodology in
Section 3, while empirical results are described in Section 4.
Finally, the conclusion and policy implications are reported
in Section 5.

2. Literature Review

(e theory of factors affecting online learning outcomes of
students in particular and the effectiveness of using tech-
nology, in general, is derived from the technology accep-
tance model (TAM) proposed in [8]. Davis proposed TAM
to explain people’s attitudes and behaviors in adopting
technology in the presence of other external variables. (is
model is often applied in the study of technology use be-
havior to understand the reasons for accepting or rejecting
information systems. Information technology plays a
prominent role in teaching as it can encourage innovation,
provide new learning spaces, and transform teaching ac-
tivities [9, 10], all associated with the ease of IT operations.
Ease of operation, user experience convenience, and pro-
ficiency in information technologies directly affect users’
perception andmotivation to learn [11]. Studies have proven
that factors in TAM such as perceived ease of use and
perceived usefulness positively impact student learning
outcomes.

2.1. Perceived Ease of Use. Online learning platforms are
designed for the purpose of knowledge sharing and learning.
Today, as we live in a globalized world, using technology to
obtain knowledge, acquiring information, and learning has

become a daily need [12]. (ese sources are easy to use and
accessible, facilitating knowledge-sharing processes. Many
studies have shown that ease of use, accessibility, and
transmission speed of online media and mobile devices are
an important part of the learning process. Increased online
learning adaptability is due to easing access, thus resulting in
positive outcomes [13, 14]. Based on these rationales, the
following hypothesis is designed for this study.

H1: perceived ease of use has a positive effect on students’
online learning outcomes.

2.2. Perceived Usefulness. Perceived usefulness is the degree
to which learners believe that the use of online learning will
help improve their performance [8].(e usefulness of online
learning is demonstrated by helping learners save travel time
and travel costs and access a variety of methods [15]. Many
studies have shown that perceived usefulness positively
impacts learners’ attitudes and motivation, thereby im-
proving learning outcomes [2, 13]. Based on these rationales,
the following hypothesis is designed for this study.

H2: perceived usefulness has a positive effect on students’
online learning outcomes.

2.3. Faculty Capacity. (e approach in the online learning
process is learner-centered rather than teacher-centered as
in traditional education [16]. Pedagogical methods, pro-
fessional competence, science and technology application
level, the ability to form and combine different ideas, and
practices in developing online course contents in higher
education help students achieve better learning outcomes
[17–20]. Based on these rationales, the following hypothesis
is designed for this study.

H3: faculty capacity has a positive effect on students’
online learning outcomes.

2.4. Course Content. Engaging course content attracts lots
of participation and proactiveness among students,
thereby influencing learning outcomes [21, 22]. (e E-
learning content includes the structure and content of
chapters of learning materials. Besides, the E-learning
content also includes additional materials to help students
understand more clearly and deeply about the knowledge
[23]. (is factor facilitates the improvement of student’s
analytical and critical thinking and problem-solving skills
[24]. Based on these rationales, the following hypothesis is
designed for this study.

H4: course content has a positive effect on students’
online learning outcomes.

2.5. Course Design. E-learning course design includes
structure, course design interface, testing and evaluation
methods, and exchange forums between lecturers and
learners. A good course design will attract and facilitate
students to learn through online classes [25]. (e course
design interface is used to introduce course content,
designed according to student’s competence and level of
understanding, and appropriate in terms of time and space
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to promote and support the self-study process [26–28].
Based on these rationales, the following hypothesis is
designed for this study.

H5: course design has a positive effect on students’ online
learning outcomes.

2.6. Learner Characteristics. Social interaction with lecturers
and with co-learners is imperative to achieve better online
learning quality. (rough strong interaction and consistent
practice, the effectiveness of online learning can be achieved
[29–31]. In addition, proactiveness, self-study ability, and
sense of compliance are important requirements for
achieving better learning outcomes since regulations and
requirements of online learning are more comfortable. (e
process is more difficult to control than traditional methods.
Based on these rationales, the following hypothesis is
designed for this study.

H6: learner characteristics have an effect on students’
online learning outcomes.

3. Research Methodology

3.1.ResearchModel. (e theoretical framework denoting the
study hypotheses as presented in Figure 1 was derived based
on the literature discussed above.

3.2. Research Process. (is study is conducted in two phases,
as shown in Figure 2.

3.2.1. Phase 1. Preliminary research is conducted through
qualitative research and preliminary quantitative research
methods. Specifically, qualitative research is used to dis-
cover, adjust, and supplement observed variables in each
scale of the model. Qualitative research is conducted
through group discussion techniques with experts and
managers in the research field. (e scales built from qual-
itative research will be retested through preliminary quan-
titative research. Preliminary quantitative research is
conducted with a small sample (70 students) to test the
reliability of the scale with Cronbach’s Alpha coefficient and
exploratory factor analysis for each scale. (e purpose of
preliminary quantitative research is to test and adjust the
scales to suit the actual research data. Preliminary research
has formed the scales of the factors in the research model, as
shown in the Table 1.

(e five-point Likert scale was used in this study for all
observed variables of each factor. (e 5-point Likert scale is
used in the ascending order of magnitude. Specifically, 1
indicates “strongly disagree,” 2 indicates “disagree,” 3 in-
dicates “normal,” 4 indicates “agree,” and 5 indicates
“strongly agree.”

3.2.2. Phase 2. Official research is also conducted using
quantitative research methods. (e official research is
conducted to test the scale’s reliability using Cronbach’s
Alpha coefficient, exploratory factor analysis by the
Bayesian method, and multivariate regression analysis

(OLS). (e purpose of the official research is to test the
model and the research hypotheses. Data for official
quantitative research were collected through direct and
indirect interviews with students at universities by
questionnaires from official scales after preliminary
research.

Testing the Scale’s Reliability with Cronbach’s Alpha Coef-
ficient. According to [32], this includes those observed
variables with the corrected item total correlation greater
than 0.3 and Cronbach’s Alpha greater than 0.6 to ensure the
scale’s reliability.

Bayesian Exploratory Factor Analysis (BEFA). (e specifi-
cation of a posterior model is referred to as Bayesian
analysis. Based on the observed data and some prior in-
formation, Bayesian analysis produced the posterior dis-
tribution of all parameters. As a result, the posterior
distribution has two parts: a likelihood, which contains
information about model parameters based on observed
data, and a prior distribution, which includes information
about model parameters before the data are observed. (e
Bayes rule is used to combine the likelihood function and
prior distribution to create the posterior distribution:

posterior∝ likelihood × prior. (1)

For estimating the postdistribution, simulations were
employed. Markov chain Monte Carlo (MCMC) may be
used to simulate potentially complex posterior models with
arbitrary accuracy. However, the specification of an effective
sampling algorithm and verification of the MCMC’s con-
vergence to the posterior distribution are typically difficult.

In addition, prior distributions for all model parameters
in a Bayesian model must be specified. In a Bayesian model,
prior distributions or priors are considered key components,
so they must be selected carefully.

(e basic factor analysis model is written as

Xi � λ × Fi + ui,

Fi ∼ N(0, R),

ui ∼ N(0,Σ),

Σ � diag σ21, σ
2
2, . . . , σ2M ,

(2)

where Xi � (Xi1, . . . , XiM)’ is a vector consisting of M
variables, for individual i, i� 1, 2,. . ., N. (e residual idio-
syncratic terms (“uniquenesses”) are denoted ui � (ui1, . . . ,

uiM)’. (e latent common factor of the model are denoted by
Fi � (Fi1, Fi2, . . . , Fik)’. λ is the factor loading that indicates
the relation between the observed variable X and the latent
common factor F.

As given in [7], to perform the allocation of observed
variables to each factor, we also use a matrix of binary
indices ∆ with the same size as the factor loading matrix λ.
Each row of ∆ indicates which latent factor the variable
corresponds to the load. For example, if them-th variable is
combined with the k-factor, then the m-th row Δm is the
indicator vector ek:
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Δm � 0, . . . , 0, 1
kth element

, 0, . . . , 0⎛⎝ ⎞⎠ ≡ ek. (3)

When a variable does not load on any factor, the cor-
responding row of ∆ only contains zeros. We assume that no
variable may load on more than one factor. (is means.
kΔmk ≤ 1.

According to [7], to perform BEFA, it is necessary to
determine the a priori distribution for τk (τk �

Pr(Δm � ek|τk), the probability that a variable loads on
factor k, σ2m (the idiosyncratic variances), λ (the factor
loadings), and R (the correlation matrix of the factors). In
this study, we use the prior distributions for these param-
eters, as suggested in [7].

(e number of latent factors K is determined according
to the Ledermann boundary [33]. However, during MCMC
sampling, random search on the factor loading matrix λ can
produce 0 columns, thus reducing the number of latent

factors.(e number ofMCMC iterations is 27500.(e burn-
in period of the MCMC sampler is 2500. Hence, the number
of MCMC iterations saved for posterior inference (after
burn-in) is 25000.

Multivariate Regression Analysis (OLS). We used multi-
variate regression analysis based on the least squares method
(OLS) to evaluate the factors affecting students’ online
learning outcomes and test the hypotheses. (e specific
model is as follows:

SPi � β0 + β × Fi + εi, (4)

where SPi denotes students’ online learning outcomes, for
individual i, i� 1, 2,. . ., N. Fi � (Fi1, Fi2, . . . , Fik)’ denotes
the factors from the result of BEFA. Here, Fik is calculated by
taking the average of the observed variables in Fik. εi denotes
the error terms. β denotes the matrix of coefficients in the
model.
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Figure 1: Research model. Source: the authors’ proposal.
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3.3. Sampling and Data Collection. (e sample was selected
by the random method. According to [34], the sample size
needs to be considered in correlation with the number of
parameter estimates, and if the maximum likelihood (ML)
method is used, the sample size must be at least 100 to 150.
Besides, the study in [35] suggested that the ratio required
for sample design is a minimum of 5 observations per pa-
rameter estimate (5 :1 ratio). (is study has a total of 28
parameter estimates, so the minimum sample size must
reach 140 observations. According to [36], in practical re-
search applications, a sample size of 150 or larger is often
needed to obtain parameter estimates with sufficiently small
standard errors. (us, a sample size larger than 150 is
acceptable.

Besides, the study in [37] developed the equation to yield
a representative sample for a large population. Since the
student population in Ho Chi Minh City is a large pop-
ulation, we use the equation developed in [37] as follows:

n �
Z
2
p(1 − p)

e
2 . (5)

In case of sample size n, Z2 is a normal curve abscissa
that reduces the area α at the tail (1-α is equivalent to a
desired level of 95% confidence), e is a level of accuracy
required, and p is the estimated proportion of an attribute
present in the population. In statistics tables that contain the
area under the normal curve, the value of Z is found. In this
study, we chose the 95% confidence level, so the Z val-
ue� 1.96. (e estimated proportion p was chosen to be 0.5.
(e desired level of precision was chosen to be e� 5%.
(erefore, the minimum sample size in this study was

n �
Z
2
p(1 − p)

e
2 �

(1.96)
2

× 0.5 ×(1 − 0.5)

0.052
� 384. (6)

In fact, we surveyed 430 students of universities in Ho
Chi Minh City by both face-to-face interviews via QR-coded
questionnaires and indirect interviews with questionnaires
sent via e-mail. Our survey was conducted from February
2021 to June 2021. During this time period, we got 415
questionnaires back from these students. (erefore, the
response rate was 96.51%. After that, we removed 11 more
questionnaires due to a lack of response information.

Table 1: Scale-coding table of factors affecting students’ online learning outcomes.

Code Explanation Reference source
EOU Ease of use

[13, 14]
EOU1 Online learning software is easy to use
EOU2 Online learning software is easy to understand
EOU3 Online learning software is flexible
EOU4 Online learning software comes with a support team when needed
PU Perceived usefulness

[2, 13]
PU1 Using E-learning makes learning easier
PU2 Using E-learning saves time
PU3 Using E-learning saves costs
PU4 Using E-learning creates more learning excitement
FC Faculty capacity

[17–20]
FC1 Appropriate teaching methods
FC2 Ability to apply science and technology
FC3 Ability to form and combine different ideas and practices
FC4 Professional competence
CC Course content

[23, 24]
CC1 Course content at the suitability level
CC2 Diverse learning and supporting materials
CC3 Innovative and updated subject content
CC4 Practical and comprehensive subject content and structure
CD Course design

[26–28]
CD1 Appropriate course design structure and interface
CD2 Flexible time schedule
CD3 Appropriate testing and evaluation methods
CD4 Convenient exchange forums
LC Learner characteristics

[29–31]
LC1 Social interaction with lecturers and collaborative interaction with co-learners
LC2 Quick adaptability to changes
LC3 Proactiveness and self-study ability
LC4 Sense of regulatory compliance
SP Students’ online learning outcomes

[13] (authors’ suggestions)
SP1 Gain a lot of knowledge
SP2 Develop a variety of skills
SP3 Able to apply subjects into practice
SP4 Learn a lot of knowledge and skills
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Finally, we used 404 questionnaires for the official research.
(e detail of sample is shown in Table 2.

(e demographics showed that 47% of respondents were
male. 20.5% of total respondents were first-year students,
27% of total respondents were second-year students, 26.7%
of total respondents were third-year students, and 25.7% of
total respondents were fourth-year students.

4. Empirical Results

4.1. Correlation Matrix. First, we take a look at the corre-
lations among observed variables to determine if factor
analysis is appropriate.

From Figure 3, we can see that most items have some
correlation with each other. (is would be a good candidate
for factor analysis due to the relatively high correlations
among items. We should remember that the goal of factor
analysis is to model the interdependence of items using
fewer (latent) variables. (ese interrelationships can be
divided into several components.

4.2. Reliability Test. Cronbach’s Alpha was calculated to test
the reliability of scales. Cronbach’s Alpha measures the
consistency of observed variables on the same scale. Scales
with Cronbach’s Alpha greater than 0.6 are satisfactory. In
addition, the observed variables also have a variable total

Table 2: Detail of the sample.

Frequency Percent Valid percent Cumulative percent
Gender
Female 214 53.0 53.0 53.0
Male 190 47.0 47.0 100.0
Total 404 100.0 100.0 —

Year of school
First year 83 20.5 20.5 20.5
Fourth year 104 25.7 25.7 46.3
Second year 109 27.0 27.0 73.3
(ird year 108 26.7 26.7 100.0
Total 404 100.0 100.0 —
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Figure 3: Correlation matrix.
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correlation coefficient greater than 0.3. (e reliability test
results of the scales are shown in Table 3.

(e results showed that all scales and their observed
variables achieved the reliability values and were further
analyzed for exploratory factors.

4.3. Bayesian Exploratory Factor Analysis (BEFA). In this
study, the number of MCMC iterations is 27500. (e burn-
in period of the MCMC sampler is 2500. Hence, the number
of MCMC iterations saved for posterior inference (after
burn-in) is 25000.

First, the results of the BEFA method for observed
variables that represent ease of use, perceived usefulness,
faculty capacity, course content, course design, and learner
characteristics are shown and explained in Figure 4 and
Table 4.

In this study, the MCMC size used is 25000. (e trade
plot in Figure 4 shows that the posterior mean of the number
of factors is 6. Besides, the posterior distribution also in-
dicates that the probability that BEFA can extract 6 factors is
100%.

(e allocation of observed variables to each factor is
shown in Table 4.(e results show that the posterior mean of
the factor loading coefficient of each observed variable has a
value greater than 0.5. Figure 5 shows a visualization of the
allocation of observed variables to each factor.

Hence, BEFA extracted 6 factors and the observed
variables in each factor had a factor loading coefficient
greater than 0.5. (e specific factors are as follows:

(i) (e first factor includes observed variables EOU1,
EOU2, EOU3, and EOU4 representing ease of use.
Name this factor as EOU, and calculate it as the
mean of the component observed variables.
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Figure 4: Trade plot and posterior probabilities of the number of factors.
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Table 3: Reliability test results.

Scale Scale mean if item is
deleted

Scale variance if item is
deleted

Corrected item total
correlation

Cronbach’s Alpha if item is
deleted

Cronbach’s
Alpha

EOU1 9.8713 3.3134 0.6170 0.7769

0.816EOU2 9.8441 3.0153 0.6772 0.7484
EOU3 9.8515 3.4072 0.6230 0.7745
EOU4 9.8416 3.3346 0.6281 0.7717
PU1 9.5099 2.9453 0.5402 0.8086

0.814PU2 9.4208 2.6811 0.6451 0.7615
PU3 8.8837 2.6837 0.6918 0.7403
PU4 8.8688 2.5808 0.6629 0.7530
FC1 9.4901 3.5458 0.7412 0.8361

0.874FC2 10.0421 3.8617 0.7411 0.8345
FC3 9.6238 3.8134 0.7470 0.8319
FC4 9.4579 4.0404 0.6967 0.8517
CC1 9.9307 2.9034 0.5605 0.7817

0.804CC2 9.8837 2.7681 0.6395 0.7437
CC3 9.9109 2.7712 0.6033 0.7618
CC4 10.0322 2.7657 0.6720 0.7288
CD1 10.0668 3.5911 0.6697 0.8011

0.841CD2 10.0050 3.6675 0.6834 0.7946
CD3 9.9728 3.9223 0.6377 0.8144
CD4 10.1287 3.5417 0.7099 0.7826
LC1 10.0099 4.6153 0.8354 0.8644

0.908LC2 9.9703 5.3391 0.6722 0.9202
LC3 9.9653 4.9864 0.7858 0.8827
LC4 9.9233 4.4829 0.8792 0.8476
SP1 9.8960 3.6467 0.7559 0.7592

0.84SP2 9.8094 3.8370 0.6619 0.8023
SP3 9.8119 3.9298 0.6996 0.7862
SP4 9.8317 4.1453 0.5798 0.8366

Table 4: Posterior mean of the factor loading coefficient.

Variable Factor Prob. Posterior mean SD (95% HPD)
Alpha:EOU1 1 1 0.684 0.048 0.59 0.781
Alpha:EOU2 1 1 0.792 0.046 0.704 0.884
Alpha:EOU3 1 1 0.735 0.047 0.643 0.828
Alpha:EOU4 1 1 0.695 0.048 0.603 0.793
Alpha:PU1 2 1 0.606 0.049 0.508 0.701
Alpha:PU2 2 1 0.745 0.047 0.654 0.837
Alpha:PU3 2 1 0.783 0.046 0.694 0.874
Alpha:PU4 2 1 0.774 0.047 0.681 0.863
Alpha:FC1 3 1 0.82 0.044 0.736 0.907
Alpha:FC2 3 1 0.799 0.044 0.714 0.886
Alpha:FC3 3 1 0.826 0.043 0.74 0.911
Alpha:FC4 3 1 0.755 0.045 0.669 0.845
Alpha:CC1 4 1 0.662 0.049 0.562 0.756
Alpha:CC2 4 1 0.724 0.048 0.63 0.817
Alpha:CC3 4 1 0.688 0.049 0.589 0.78
Alpha:CC4 4 1 0.788 0.047 0.697 0.88
Alpha:CD1 5 1 0.758 0.046 0.668 0.847
Alpha:CD2 5 1 0.749 0.046 0.66 0.843
Alpha:CD3 5 1 0.717 0.047 0.624 0.807
Alpha:CD4 5 1 0.809 0.045 0.721 0.897
Alpha:LC1 6 1 0.924 0.039 0.849 1
Alpha:LC2 6 1 0.675 0.045 0.585 0.763
Alpha:LC3 6 1 0.814 0.042 0.733 0.898
Alpha:LC4 6 1 0.961 0.037 0.89 1.037
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(ii) (e second factor includes observed variables PU1,
PU2, PU3, and PU4 representing perceived use-
fulness. Name this factor as PU, and calculate it as
the mean of the component observed variables.

(iii) (e third factor includes observed variables FC1,
FC2, FC3, and FC4 representing faculty capacity.
Name this factor as FC, and calculate it as the mean
of the component observed variables.

(iv) (e fourth factor includes observed variables CC1,
CC2, CC3, and CC4 representing course content.
Name this factor as CC, and calculate it as the mean
of the component observed variables.

(v) (e fifth factor includes observed variables CD1,
CD2, CD3, and CD4 representing course design.
Name this factor as CD, and calculate it as the mean
of the component observed variables.

(vi) (e sixth factor includes observed variables LC1,
LC2, LC3, and LC4 representing learner charac-
teristics. Name this factor as LC, and calculate it as
the mean of the component observed variables.

Second, we use the traditional EFA method for observed
variables representing students’ online learning outcomes.
(is method is used because these observed variables only
measure one factor, students’ online learning outcomes. (e
results are explained in Figure 6 and Table 5.
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Table 5: EFA results with factor students’ online learning
outcomes.

Factor Cronbach’s Alpha
SP1 0.878

0.840SP3 0.842
SP2 0.817
SP4 0.750
Eigenvalues 2.710 KMO� 0.802

Extraction sum of squared loadings 67.75% Bartlett’s test
Sig.� 0.001
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(e scree plot in Figure 6 shows that the number of
factors is 1, with an eigenvalue of 2.710, greater than 1.
Besides, Table 5 shows that the KMO coefficient of 0.802 is
greater than 0.5 and less than 1, indicating that the EFA
method is in agreement with the actual data. Bartlett’s test
shows that observed variables correlate with the factor. (is
factor includes observed variables SP1, SP2, SP3, and SP4
representing students’ online learning outcomes. Name this
factor as SP, and calculate it as the mean of the component
observed variables.

4.4. Multivariate Regression Analysis (OLS). We used mul-
tivariate regression analysis based on the least squares
method (OLS) to evaluate the factors affecting students’
online learning outcomes and test the hypotheses. (e re-
sults are shown in Table 6.

Table 6 shows that the model does not have multi-
collinearity because the corresponding VIF values for the
independent variables in the model are less than 5 [38].
Besides, the Durbin–Watson d has a value of 2.020, which
is close to 2, so the model does not have autocorrelation.

Table 6: Multivariate regression analysis results.

Variable
Unstandardized
coefficients Standardized coefficients t Sig.

Collinearity statistics

Beta Std. error Tolerance VIF
(Constant) −0.618 0.192 — −3.221 0.001 — —
EOU 0.150 0.039 0.137 3.822 0.001 0.789 1.267
PU 0.290 0.045 0.242 6.480 0.001 0.729 1.372
FC 0.098 0.037 0.098 2.640 0.009 0.739 1.353
CC 0.215 0.044 0.182 4.943 0.001 0.751 1.331
CD 0.150 0.034 0.146 4.398 0.001 0.920 1.087
LC 0.296 0.039 0.335 7.530 0.001 0.514 1.945
R2 � 59.7%, F-test: p value� 0.001, Durbin–Watson d� 2.020, Breusch–Pagan/Cook–Weisberg test for heteroskedasticity: p value� 0.1709.
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Finally, the Breusch–Pagan/Cook–Weisberg test has a
p-value of 0.1709, which is greater than the 5% signifi-
cance level, so the model does not have
heteroskedasticity.

Table 6 also shows that the regression coefficients of
the variables EOU, PU, FC, CC, CD, and LC all have p

values greater than the 5% significance level. (us, the
variables EOU, PU, FC, CC, CD, and LC all have an
impact on the dependent variable SP. In other words, ease
of use, perceived usefulness, faculty capacity, course
content, course design, and learner characteristics affect
students’ online learning outcomes. In addition, the re-
gression coefficients of these variables are all positive.
(ese results show that hypotheses H1, H2, H3, H4, H5,
and H6 are correct.

Finally, the standardized coefficients in Table 6 show that
the order of impact of these factors on students’ online
learning outcomes from strong to weak is as follows: learner
characteristics, perceived usefulness, course content, course
design, ease of use, and faculty capacity. (e impact of each
factor on students’ online learning outcomes is shown in
Figure 7.

5. Conclusion and Policy Implications

(e official research was also conducted using quantitative
research methods with 404 respondents who are students
in Ho Chi Minh City using the convenience sampling
method with detailed questionnaires. (e study utilized
the reliability analysis through Cronbach’s Alpha and
BEFA methods. Our empirical results proved that stu-
dents’ outcomes during the online learning process are

affected by 6 factors in the descending order, respectively,
learner characteristics, perceived usefulness, course
content, course design, ease of use, and faculty capacity
(see Table 7). (is result is also similar to that of studies in
[2, 13, 14, 28, 31].

(e study helped educators, lecturers, and students
understand the importance of factors affecting students’
outcomes during the online learning process, thereby
forming policies that focus on organizing, designing, and
conducting online courses in particular and higher edu-
cation in general. First, for students’ online learning to be
successful, the university must hold training sessions to
improve students’ initiative, encourage students to ac-
tively interact with lecturers and classmates, and improve
students’ self-study ability. Besides, through training
sessions, schools need to help students realize the use-
fulness of online learning, especially in the context of the
COVID-19 pandemic. (e online learning system should
be built with a friendly and easy-to-use interface and
diverse learning programs through the E-learning system,
should improve system accessibility, should allow stu-
dents to actively register, and should be flexible about the
time to use.

Although this study accomplished its original goal, it
does have some limitations. To begin with, because the new
study was conducted on a small scale, generalizability may be
limited. Second, the study focuses primarily on factors re-
lated to the online learning system, but it does not assess
factors outside the system, such as the school’s incentive
policy, communication quality, student support, and family
circumstances. (ese are the limitations that should be
addressed in future research.

Table 7: Factors affecting students’ online learning outcomes during the COVID-19 pandemic.

Code Explanation Factor Coefficient Hypothesis
EOU1 Online learning software is easy to use

Ease of use 0.150 H1 acceptedEOU2 Online learning software is easy to understand
EOU3 Online learning software is flexible
EOU4 Online learning software comes with a support team when needed
PU1 Using E-learning makes learning easier

Perceived usefulness 0.290 H2 acceptedPU2 Using E-learning saves time
PU3 Using E-learning saves costs
PU4 Using E-learning creates more learning excitement
FC1 Appropriate teaching methods

Faculty capacity 0.098 H3 acceptedFC2 Ability to apply science and technology
FC3 Ability to form and combine different ideas and practices
FC4 Professional competence
CC1 Course content at the suitability level

Course content 0.215 H4 acceptedCC2 Diverse learning and supporting materials
CC3 Innovative and updated subject content
CC4 Practical and comprehensive subject content and structure
CD1 Appropriate course design structure and interface

Course design 0.150 H5 acceptedCD2 Flexible time schedule
CD3 Appropriate testing and evaluation methods
CD4 Convenient exchange forums
LC1 Social interaction with lecturers and collaborative interaction with co-learners

Learner characteristics 0.296 H6 acceptedLC2 Quick adaptability to changes
LC3 Proactiveness and self-study ability
LC4 Sense of regulatory compliance
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