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Recent technological advances in artificial intelligence (AI) have paved the way for improved and in many cases the creation of
entirely new and innovative, electronic writing tools. These writing support systems assist during and after the writing process
making them indispensable to many writers in general and to students in particular who can get human-like sentence completion
suggestions and text generation. Although the wide adoption of these tools by students has been faced with a steady growth of
scientific publications in the field, the results of these studies are often contradictory and their validity may be questioned. To gain a
deeper understanding of the validity of AI-powered writing assistance tools, we conducted a systematic review of the recent
empirical AI-powered writing assistance studies. The purpose of this review is twofold. First, we wanted to explore the recent
scholarly publications that evaluated the use of AI-powered writing assistance tools in the classroom in terms of their types, uses,
limits, and potential for improving students’ writing skills. Second, the review also sought to explore the perceptions of educators
and researchers about learners’ use of AI-powered writing tools and review their recommendations on how to best ingrate these
tools into the contemporary and future classroom. Using the Scopus research database, a total of 104 peer-reviewed papers were
identified and analyzed. The findings indicate that students are increasingly using a variety of AI-powered writing assistance tools
for improving their writing. The tools they are using can be categorized into four main groups: (1) automated writing evaluation
tools, (2) tools that provide automated writing corrective feedback, (3) AI-powered machine translators, and (4) GPT-3 automatic
text generators. The analysis also highlighted the scholars’ recommendations regarding dealing with learners’ use of AI-powered
writing assistance tools and grouped the recommendations into two groups for researchers and educators.

1. Introduction

The recent developments in technology in general and in arti-
ficial intelligence (AI) in particular have impacted every aspect
of our life including education. These advances in AI technol-
ogy have had a profound impact on language learning and
teaching by changing the way that we produce or perceive
language. In this study, we discuss how AI technology has
been disruptive to the ways writing is produced, taught,
learned, evaluated, and edited. Authoring tools such as auto-
mated writing evaluation (AWE) or automated essay scoring,
which were originally designed to assist writing teachers in
assessing their students’ assignments, have completely chan-
ged with AI technology where they shifted from the conven-
tional checking of grammar and spelling to offering extensive

support in identifying writing problems and offering sugges-
tions for improving the writing quality. Over the past few
years, corrective feedback (CF) has become synchronous and
immediate either as part of the available cloud-based word
processor suites or as standalone apps or software suites mak-
ing it possible to produce more accurate writing [1–3].
According to Dale and Viethen [4], the greatest development
that AI has brought to writing was the AI-based sentence and
phrase autocompletion and alternative wording suggestion
features. All these advances have been possible and will con-
tinue to develop, thanks to AI applications and systems which
collect large sets of data and then process them by utilizing
artificial neural networks and machine learning technologies.
All have resulted in momentous improvements and break-
throughs in turning texts into structured data and extracting
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meaning from them by utilizing AI-based natural language
processing (NLP) and natural language understanding (NLU).

Despite the widespread use of digital authoring and writ-
ing tools in different day-to-today and professional environ-
ments, incorporating these tools into the language classroom
has been controversial. As AI-powered digital writing assis-
tance goes beyond vocabulary and grammar to more sophis-
ticated and “human-like” help, then language educators and
researchers may have reservations about the authenticity of
students’ submitted writing. Such concerns are legitimate
since these intelligent tools provide writers with near-human
translations, rephrased sentences, and large chunks of text at
a click of a button allowing learners to copy and paste the
intelligently authored suggestions into their written work
with little or no learning taking place.

While many language professionals do not mind the pres-
ence of some AI-powered language-proofing tools in their
classrooms (such as AWE tools), they hold a very strong
stance against the use of machine translation (MT). They
make this distinction between AWE tools based on the depth
and breadth of linguistic help students get from these tools
assuming that MT tools offer more language output and
require no or minimum cognitive processing. Although the
distinction between these tools is clear, it is not that simple to
separate the functions and be selective. According to Dale and
Viethen [4], AI-powered writing assistance systems are typi-
cally built on massive linguistic models, which promote and
offer a whole range of language assistance services as a pack-
age starting from MT to sentence and text generation. Eaton
et al. [5] argued that what makes these generated texts unique
and worrisome at the same time is the fact that they are very
difficult to be detected by antiplagiarism tools.

No matter what language educators think or feel about
students’ use of AI-powered writing assistance tools for doing
their writing tasks, it might be time to take a more realistic
approach to the issue and treat it as an inescapable fact that
they need to accept and live with. Instead of banning these
tools in the classroom and discouraging consulting them at
home to do their writing assignments without having any
control or system in place to monitor students’ use of external
resources, educators may alternatively have to try to find ways
to utilize these tools into the classroom in a way that helps
students learn by providing appropriate guidance [6–8].

It is indisputable that these digital tools have a range of
strengths and weaknesses which all can be discovered and
explored by students using them in exploratory environments
mediated by experienced and knowledgeable teachers [9].
Undoubtedly, AI-powered writing assistance tools have a
great potential in enhancing the teaching and learning pro-
cesses in the language classroom. However, to unlock their
potentials, the impact of these tools on the learning process
should be critically analyzed. Moreover, understanding the
limitations of these tools in understanding the pragmatic
and contextual complexity of human language can help us
gain the linguistic insights needed for the right integration
in the writing classroom [10]. A complex and informative
learning environment can be created, and hence be broadly
understood, by allowing students to interact with the

AI-powered tools and the interaction of software, which all
are mediated through the teacher. The scrutiny of the interac-
tion of this mix will help researchers understand it from a
broader and ecological perspective, which is missing or scarcely
investigated in research studies [7]. Just as any technology inte-
grated into the classroom, AI-powered writing assistance tools
can play an important role in transforming the students’ learn-
ing process and enhancing their writing skills. However, these
tools need to support their learning experience [8]. A more
thoughtful approach that considers the ecology of implementa-
tion is probably the best option for educators.While coexistence
with these tools sets the tone for smoother implementation, it is
still not well established in many educational settings how this
ecological perspective toward AI-powered writing assistance
tools should break the ice and forge links between people, tech-
nology, and organizations [9].

As the world has been recently experiencing an unprece-
dented boom in AI-powered technologies that have become
easily accessible and available to learners around the globe,
our understanding of the teaching and learning processes is
being challenged everyday. Although researchers and educa-
tion practitioners raced to test these technologies to measure
their impact on the instructional environment, the knowl-
edge gap between what we know and the learners’ actual use
of these technologies is widening as students are consulting
these tools outside the classroom and without the consent of
their teachers. The relationship between the increasing num-
ber of AI-powered writing assistance tools that students use
and the educators’ awareness of these tools is noncorrela-
tional as some educators are not as technology savvy as their
students, which sometimes results in passing students who
do not deserve to pass. In the literature, the views on the use
of AI-powered writing assistance tools are mixed with some
researchers to see its use as a form of cheating and academic
dishonesty while others find a great potential in them as con-
tributors to language learning knowledge and as text impro-
vers. Integrating AI technology into most of educational
systems and applications is relatively new and its impact on
the learning process is yet to be empirically verified. The avail-
able literature that investigated these tools is either revealing
conflicting results or treating each writing assistance tool indi-
vidually. With students increasingly using these tools to gener-
ate or improve their L2 texts and assessed work, educators need
to know about these tools and their strengths and weaknesses.
They also need to be informed about the best ways to deal with
this new reality and whether or not they need to change or
update the way they teach and assess their students.

Currently, there is a lack of comprehensive reviews on
the available AI-powered writing assistance tools and their
pedagogical implications. Existing reviews that are related to
the use of writing assistance tools have focused either on the
use of individual tools in their early versions prior to AI
integration, or on a specific type of writing assistance tools.
Thus, an in-depth overview is needed on recently developed
AI-powered writing assistance tools, including information
on their types, strengths, weaknesses, their impact on stu-
dents writing quality and the researchers’ recommendations
regarding the use of these tools as in the classroom. The
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purpose of this study is to explore the recent scholarly pub-
lications that evaluated the use of AI-powered writing assis-
tance tools in the classroom by shedding light on these tools
in terms of their types, uses, limits, and the potential for
improving students’ writing skills. This study also seeks to
explore the perceptions of educators and researchers about
learners’ use of AI-powered writing tools and review their
recommendations on how to best ingrate these tools into the
contemporary and future classroom. To guide our inquiry
and selection of research articles, we formulated the follow-
ing three research questions:

(RQ1) What state-of-the-art AI-poweredwriting assistance
technologies are in use by students and teachers in
tertiary education, and what are they used for?

(RQ2) What are the strengths and limitations of these
technologies, and how do they impact students’
writing?

(RQ3) How do researchers and higher education practi-
tioners view the use of AI-poweredwriting assistance
technologies, and what are their recommendations?

With this information generated from the present sys-
tematic review, educators may gain a deeper awareness of
available AI-powered tools which will enable them to facili-
tate the use of these tools effectively and appropriately. In the
next section, we describe our methodological approach, the
research questions, and the systematic review guidelines.
Then, we present our findings based on our analysis of the
relevant literature. Finally, we conclude by discussing recom-
mendations for educators and plans for future research.

2. Methodology

To find relevant literature for this study, the Scopus research
database was used for the literature search. The reason why
Scopus was chosen over other scholarly databases was that it
is considered the largest and most comprehensive database
for peer-reviewed abstract and citation literature [11]. Based
on relevant AI-powered writing assistance literature [12, 13],
we identified a number of search keywords (Table 1).

The Scopus search produced a preliminary unfiltered
dataset of 379 research papers (last retrieved September
2022). To make sure that all the retrieved studies were rele-
vant to the research questions of this study, a further filtering

process was conducted. The filtering process was based on
three inclusion and three exclusion criteria. The first inclu-
sion criterion was that studies were supposed to be based on
the empirical methodology for data collection and are pub-
lished in journals that are peer-reviewed [2]. The second
criterion was that the type of writing assistance tools under
question in those studies should be dependent on AI as a
backbone of their operation. Therefore, studies that investi-
gated writing assistance tools and those tools were not based
on AI or machine learning were excluded.

To narrow down the collection of studies and only include
the most recent ones, the third criterion was only papers
published between 2017 and 2022 which included in the selec-
tion. This process was important for the validity of this study
for three reasons. First, the use of technology in the classroom
has significantly changed in response to COVID-19 when
students used a variety of writing assistance tools to study
and/or do their assignments when classes were suspended
for almost 2 years. Second, technology evolves and develops
very rapidly, so to give a clear description of the current
situation and make the right predictions in regard to the
use of AI-powered writing assistance in the classroom, focus
should be on themost recent studies. Third, Google Translate,
which is one of the most highly consulted writing assistance
tools by students [3–5], started using AI (or what is known as
neural machine translation) in its system in the year 2017.
Hence, any studies published before 2017 would be irrelevant
and consequently were excluded from the dataset. The screen-
ing process of the selected studies was done by following the
guidelines of the preferred reporting items for systematic
reviews and meta-analyses (PRISMA) flowchart [6]. Figure 1
shows the screening process started with 379 studies and
ended with 104 papers.

The literature screening process was carried out in two
steps. The initial step started with reading titles and abstracts
to verify face eligibility. The studies that passed the first step
were then read fully for review and analysis. After the review
process, two main themes were identified. From each theme,
several subthemes emerged. Table 2 shows the screening
process of the papers yielded two main themes and six
subthemes.

Theme (1): Current and emerging AI-powered writing
assistance technologies. This theme has four subthemes:

(a) Automated writing evaluation (AWE)

TABLE 1: Initial search items/strings.

Topic Search items/strings

AI-powered writing assistance
technologies/tools

“automated writing” or “automated writing scoring” or “artificial intelligence” or “AI” or “artificial
intelligent writing assistance tools” or “artificial intelligent writing assistance technologies” “Google
Translate” or “Grammarly” “machine translation” or “artificial intelligent writing tools”/“Artificial
Intelligence-powered writing systems/AI-powered writing tools/AI-powered writing assistance tools/
Automated Writing Corrective Feedback Tools/Automatic Text Generation and Deep Learning
Technology” or “text editors” or “synchronous feedback”

Educational level
“higher education” or “higher ED” or “university” or “college” or “undergraduate” or “graduate” or
“postsecondary” or “post-secondary” or “tertiary”

Learning Setting “student” or “learn” or “learner” or “classroom” or “EFL classroom” or “ESL classroom” or “L2 learner”
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(b) Automated writing corrective feedback (AWCF)
(c) AI-enabled machine translation
(d) Automatic text generation (GPT-3)

Theme (2): Recommendations by scholars for researchers
and educators on how to deal with students’ use of AI-powered
writing assistance tools. This theme has two subthemes:

(a) Classroom integration (coexistence with the tools)
(b) Adopting ecological perspectives toward these tools

In the following section, each theme and its subthemes
are discussed against the study’s research questions.

3. Results and Discussion

Three research questions guide the inquiry of this review
study. The answers to the first and second research questions
are discussed under Theme (1), which gives an overview of
the current and emerging AI-powered writing assistance
technologies that are in use in instructed learning environ-
ments in terms of what they are used for, their strengths and
weaknesses and how they impact student’s writing.

3.1. Theme (1): Current and Emerging AI-Powered Writing
Assistance Technologies. AWE tools, such as Criterion, MY
Access!, or WriteToLearn, have been incorporated in some
educational settings for sometime now which is promising in

terms of the availability of a body of research about them. AI-
powered synchronous text editors are more recent than
asynchronous ones. Examples of those include Grammarly,
ProWritingAid, and Writing Mentor applications which
have been gaining popularity in educational, professional,
and personal settings. These tools intelligently provide users
with automated written corrective feedback (AWCF). Accord-
ing to Ranalli and Yamashita [3], AWCF has been used as a
descriptor in emerging research that is investigating and
exploring the use of these tools. Over the past few years, instant
online translators such as Google Translate have come a long
way and become accessible on a variety of devices and in
different formats, thanks to the huge leaps in mobile technol-
ogy and AI technology. The latest addition and improvement
to intelligent writing assistance tools are systems that can gen-
erate texts instantaneously and autonomously with a single
prompt. Regardless of their grammatical accuracy, these text
generators, such as Google Compose, can offer linguistically
acceptable, and sometimes human-like, word choice sugges-
tions and improvements. More sophisticated systems such as
GPT-3 go further and suggest complete texts that need only a
topic or prompt to operate. In the following subsections, we
will shed light on each type of writing assistance system.

3.1.1. Electronic Feedback through Automated Writing
Evaluation Systems. AWE systems are now broadly used in
both first- and second-language teaching contexts and at all

Records identifed from databases (n = 379) 

Records removed before screening:

(1) Duplicate records (n = 29)
(2) Book review (n = 8)
(3) Teoretical review (n = 15)
(4) Nonhigher ED setting (n = 67)
(5) Non-AI technology (n = 111)
(6) Records removed for other reasons (n = 28)

Records screened (n = 121)
                           

Full-text articles assessed for eligibility (n = 121) 

Records excluded:
Inaccessible (n = 17)

Studies included in review (n = 104)

Identifcation of studies via databases and registers
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FIGURE 1: PRISMA flowchart for the selection process of the articles.
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education levels, from elementary school to university. Writ-
ing is considered a complex process that combines low-level
skills such as mechanics, spelling, and higher-level skills per-
taining to logical sequence, organization of content, and sty-
listic register appropriateness. Second-language writing is
inherently difficult as it poses its own unique set of challenges
pertaining to potential deficiencies and gaps in syntactic,
pragmatic, lexical, and/or rhetorical knowledge. As far as giv-
ing useful CF to writers is concerned, it is consequently a
difficult, demanding, and arduous task for many L2 teachers.
How to give useful CF to students has always been a contro-
versial topic in second-language writing research [83].
Despite a few researchers who believe otherwise, it seems
that there is a consensus that CF may be very useful when it
is proven and used properly [23, 31, 84]. However, it is not
easy to make broad generalizations about the usefulness of CF
for students as there are several contextual variables at play
[31, 85].

Teachers often find it extremely time-consuming and
tedious to provide feedback on student writing. Depending

on class size, providing students with individual feedback
that is tailored to their needs and inaccuracies in their writ-
ing may be challenging, daunting, and demoralizing. When
compared to human readers and raters, AWE systems and
applications have great potential for providing quick and
consistent CF. Compared to instructor-provided feedback,
AWE systems can sometimes offer far more detailed feed-
back owing to the additional writing resources integrated
into these tools [20, 86].

Although research on the efficacy of AWE shows mixed
and inconsistent findings [23], there is an increasing agree-
ment among researchers that student writing quality can sig-
nificantly improve as a result of using AWE systems when
implemented in a context-appropriate manner [26, 53]. How-
ever, Camacho et al. [27] argueed that making such general-
izations can be dangerous since most of these studies also
show that several variables are involved, such as the nature
and amount of the provided instructional support, teachers’
beliefs, practices, and attitudes toward the presence and use of
automated writing assistance in language classes, and how

TABLE 2: The themes of the reviewed papers and the studies related to each theme.

Main themes Subthemes The reviewed studies

Current and emerging
AI-powered writing
assistance technologies

Automated writing
evaluation

Burstein et al. [14]; Ortega
[15]; Bridgeman and
Ramineni [16]; Ranalli
et al. [17]; Godwin-Jones
[18]; Hibert [19]

Hussein et al. [20];
Warschauer et al. [21];
Saricaoglu [22]; Link et al.
[23]; Peng et al. [24];
Palermo and Wilson [25]

Nunes et al. [26];
Camacho et al. [27];
Godwin-Jones [28];
Huang and Wilson [29];
Ranalli [30]

Automated writing
corrective feedback
(AWCF) tools (text editors
supplying synchronous
feedback)

Ellis [31]; Dembsey [32];
Arroyo and Yilmaz [33];
Zheng and Yu [34];
Ranalli [1]

Nova [35]; Conijn et al.
[36]; O’Neill and Russell
[37]; Ghufron [38]; Huang
et al. [39]; John and Woll
[40]; O’Neill and Russell
[41]; Dale and Viethen [4]

Dodigovic and
Tovmasyan [42]; Zomer
and Frankenberg-Garcia
[43]; Dizon and Gayed
[44]; Ranalli and
Yamashita [3]

AI-enabled machine
translation

O’Neill [45]; Lewis-Kraus
[46]; Ellis [31]; Godwin-
Jones [47]; Crossley [48];
O’Neill [45]; Fredholm
[49]

Godwin-Jones [50];
Hussein et al. [20];
Enriquez Raiído and
Saínchez-Torrón [51]; Lee
[52]; Vinall and Hellmich
[53]; Hellmich and Vinall
[7]; Dale and Viethen [4]

Urlaub and Dessein [54];
Zhang and Torres-
Hostench [55];
Klekovkina and Denié-
Higney [56]; Jolley and
Maimone [57]; Ryu et al.
[58]; Vinall and Hellmich
[10]; Pellet and Myers [9]

Automatic text
generation

Ruder [59]; Dale [60];
Floridi and Chiriatti [61];
Ferrone and Zanzotto
[62]; Dale [63]

Dale and Viethen [4];
Dizon and Gayed [44];
Eaton et al. [5]; Godwin-
Jones [47]; Zhang and Li
[64]

Schmalz and Brutti [65];
Anson [66]; Anson and
Straume [67]

Recommendations by
scholars for researchers
and educators

Classroom integration
(Coexistence)

Jiang et al. [68]; John and
Woll [40]; Koltovskaia [2];
Woodworth and Barkaoui
[69]; Hellmich and Vinall
[7]

Hellmich and Vinall [7];
Kessler [70]; Ling et al.
[71]; Ranalli [30]; Li [72]

Li [72]; Knowles [73];
Pellet and Myers [9];
Sumakul et al. [74];
Fyfe [75]

Adopting ecological
perspectives

Larsen-Freeman [76];
Zhang and Hyland [77];
Hockly [78]; Patout and
Cordy [79]; Jiang et al.
[68]; Koltovskaia [2];
Link et al. [23]

Lee [52]; Woodworth and
Barkaoui [69]; Zhang [80];
Hellmich and Vinall [7];
Nunes et al. [26];
Ranalli [30]

Huang andWilson [29]; Li
[72]; Lieshout and
Cardoso [81]; Pellet and
Myers [9]; Sun and Fan
[82]
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practice is provided to students. Variables related to students
when discussing the effectiveness of using AWE are also
important and maybe more telling. Personal characteristics
of students including their proficiency level, their beliefs, and
attitudes about the usefulness and validity of AWE, and the
stage at which the AWE system is used during the writing and
editing process are all paramount variables that need to be
added to the teachers’ variables [25, 86].

Several studies have shown that the earlier the stage dur-
ing which AWE is provided, the more useful AWE feedback
will be [17, 29]. These studies have also shown that among the
many types of revisions made by students using AWE sys-
tems, lexical appropriateness and grammar accuracy were the
most frequent as opposed to revisions for content or structure
[14, 16]. Furthermore, although significant improvement may
be seen in individual texts due to the use of AWE systems,
these studies hardly ever showed any long-term improvement
or even were able to prove that learning did take place [29].
Some researchers, such as Ranalli [30], went further and
strongly criticized the use of AWE tools in the language class-
room and pointed out that these tools “did not live up to
expectations” (p. 2). He argued that instead of enhancing their
writing skills and contributing toward developing their sec-
ond language, most students use them merely for proofread-
ing with no or little cognitive processing.

Despite the recent significant advances in AI-powered
AWE systems where quick, synchronous, and varied auto-
mated support is provided to writers, there are areas that
AWE systems that fall short of offering assistance. Organiza-
tion, coherence, and argumentation strength are all examples
of areas that AWE systems may not be of great help. This
may be attributed to the complexity of human language that
makes it very difficult for AI systems to fully understand the
richness and complexity of human language and its contex-
tual pragmatic and contextual aspects of a language [29, 86].

Among the reasons why AWE studies were blamed is the
fact that many researchers are associated or affiliated with
the companies that sell these systems [86]. Their contribu-
tion to the early body of literature guided the research that
came after in which they emphasized the reliability of these
systems and how closely aligned they were with the feedback
that is normally produced by human raters [22, 87]. This is also
reflected in the early use of AWE systems in formal assessment
contexts where the required type is strictly defined [15, 18]. The
use of these AWE systems in formal assessment contexts is
reflected in those early studies in which the kinds of writing
tasks were specifically and precisely defined [16, 88]. Instead of
taking AWE’s published research and brochures for granted,
teachers, researchers, and scholars are encouraged to make
these companies accountable by validating their claims and
conducting systematic and critical studies that could improve
AWE research [30, 85]. Conflicting research claims and find-
ings, a lack of details about the possible uses of such systems,
and the lack of control groups in those studies make
it hard to reach solid conclusions about the ultimate use of
AWE tools. Hibert [19] criticized the nature of AWE research
as being “theoretically and methodologically fragmented”
(p. 209). Other researchers such as Ranalli and Yamashita [3]

called for more independent research studies to combat the
inadequacy of methodological information regarding the way
their AI systems are configured. Hibert [19], in his systematic
review of AWE literature, found it surprising to seemanyAWE
studies generally failing to benefit from the amount of multi-
layered data that are automatically generated and collected by
these systems through their data collection capabilities during
the interaction between the users and their systems on the
computer. To help draw a full picture of the effectiveness of
automated feedback evaluation systems, both contextual and
individual variables that are likely to influence the efficacy of
AWE systems should be identified. To do so, clustering tech-
niques and methods implemented in data mining research
could be effectively used [18, 21, 24, 30].

3.1.2. Automated Writing Corrective Feedback (AWCF) Tools.
Another underexplored area in computer-assisted language
learning is the use of editing tools similar to AWE tools,
which provide instant real-time AWCF [3]. While AWE tools
provide feedback and suggestions for already written texts,
AWCF tools such as Grammarly can continuously and simul-
taneously provide corrections and suggestions while writers
compose the text. Other well-known AWCF tools besides
Grammarly include ProWritingAid and Ginger [4]. AWCF
tools mainly focus on lower-level writing errors, such as lexi-
cal and grammatical, leaving structural, and organizational
errors untreated. Another difference between AWE and
AWCF systems is accessibility. While access to AWE tools
is provided via web portals, AWCF tools are available on
various platforms. Grammarly, for instance, is available as an
independent tool or embedded with some writing systems and
text editors and processors-like Google Docs or Microsoft
Word. Moreover, Grammarly has recently become available
as an extension to be added to web browsers. Grammarly has
gained popularity all over the world over the last few years with
very strong marketing campaigns accompanying its evolving
popularity. However, further research and studies must be con-
ducted owing to its value in the field that represents a new
advanced AI-powered technology that supports writers in the
digital era we live in today [3, 4].

Using Grammarly in EFL educational settings has been
examined in several studies in the literature. Many of these
studies have found that the feedback generated by Grammarly
was mostly accurate. However, other studies found that
Grammarly was unable to flag errors accurately by either over-
flagging (otherwise known as false positives), or by missed-
flagging (otherwise known as false negatives) [32, 40, 42]. As
with the feedback generated by AWE, Grammarly’s feedback
has also been criticized for being either too long or overly
repetitive [32, 41]. Moreover, the way Grammarly worded its
feedback was also a concern. In an attempt to be easily under-
stood, Grammarly is programmed to avoid providing explana-
tions that are too difficult to be understood by nonspecialized
users. This avoidance of providing very technical feedback
sometimes results in endangering the best utilization of the
feedback provided by oversimplifying it [42]. In contrast, other
studies in the literature described Grammarly’s feedback as
being sometimes too technical and hence very difficult to
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understand [32, 37]. It is often very complex to explain how
writers process the automated CF they receive from such
systems, but two of the most important factors are grammati-
cal terminology knowledge and the proficiency level of the
learner. According to Zheng and Yu [34], limited linguistic
knowledge can prevent students from adequately processing
feedback, preventing them from taking advantage of further
revision opportunities.

It has been difficult to find consistent recommendations
for how Grammarly should be used in studies. While some
researchers recommend it for low-proficiency language lear-
ners or beginners [35], others think otherwise and recom-
mend its use among advanced English language learners.
According to Koltovskaia [2], AWCFmay not be fully under-
stood by students who lack the required linguistic competence
and therefore may not be able to use Grammarly effectively.
Despite the obvious concerns around the nature and accuracy
of the feedback provided by AWCF, there is almost unani-
mous agreement amongst researchers who investigated the
use of Grammarly in language classrooms. These researchers
recommend that if Grammarly is to be introduced in the
language classroom, it is advisable to use it as a starting point
coupled with teacher feedback and not as a stand-alone tool
[41, 42].

There are several positive aspects to Grammarly that
have been reported in the reviewed literature. The positives
include its speed in giving feedback, versatility in access plat-
forms, and its availability in two versions; free and paid with
adequate features in the free version [35, 39]. The findings of
numerous studies suggest that using Grammarly indeed
improves writing quality [38]. Moreover, it was found that
its use resulted in lexical diversity gains [44]. One of the top
features of Grammarly researchers found useful was error
categorization [41]. Unlike human raters who may have dif-
ficulty categorizing the exact nature of all the errors in L2
texts, the algorithmic analysis capabilities of Grammarly pro-
vide personalized and targeted feedback based on the nature
of the error [41]. Furthermore, Grammarly’s ability to iden-
tify textual borrowing was praised by many scholars as it
helped students avoid plagiarism [42]. O’Neill and Russell
[41] argued that Grammarly allows learners to correct their
writing before final submission, in addition to helping stu-
dents develop self-regulation skills given its ease of use and
availability on different platforms.

Grammarly and similar tools do not distinguish between
texts written by a native speaker and an L2 learner, which
could be problematic sometimes. From a performance point
of view and when compared to texts written by native speak-
ers, texts written by language learners typically tend to incor-
porate unpredictable and more complex errors as a result of
language interference [33, 36]. The more complicated errors
a text may have, the longer it will take AWCF systems to
process the text and give feedback. This delay may be also
attributed to the fact that both output and parsing processes
are all done in the cloud [3]. None of these tools have settings
that allow for different feedback based on user characteristics
(e.g., if you are an L2 learner). If available, this can increase
the speed with which automated feedback is processed for L1

users. On the other hand, L2 users may also benefit from
such a setting as they can instruct the system to employ a
hybrid approach in which the generated feedback comes
from the learner corpus as well as the stored structured
data [43, 89]. Hence, adding this feature to AWCF systems
is likely to add a much-needed option of differentiation in
the specificity and nature of the CF allowing these systems to
accommodate more varied CF depending on the writing task
and the characteristics of the writer [1].

The feedback generated by Grammarly is not generic but
specific to the type of error identified in the text. Although
continuous access to CF is more effective for revising, it may
also reinforce students’ “low-level focus” on grammar and
spelling instead of meaning [3, p. 14]. The effectiveness and
usefulness of the CF could also be dependent on the type of
writing task at hand [1]. Hence, it can be argued that
although specific and explicit CF can improve writing qual-
ity, implicit feedback can lead to long-term L2 gains. A meta-
analysis of CF by Li [90] showed that the generic and implicit
feedback was found to be more effective at improving long-
term learning, which was confirmed by posttests that were
administered long after the study. For implicit CF to leave a
positive effect on long-term L2 gains, it needs time to see
positive outcomes [31]. More longitudinal research is needed,
however, to see if automated corrected feedback generated by
computers would prove to be more effective in learning gains
rather than teacher-supplied CF.

3.1.3. AI-Powered Automated Translation Tools. Bringing
MT to the foreign language classroom has been very contro-
versial. Vinall and Hellmich [91] believed that when com-
paring MT systems to the other available digital tools, the
former stands out as particularly polemical. Generally, lan-
guage teachers tend to forbid its use in their classes [56].
Crossley [48] argued the reasons why many language tea-
chers discourage the use of MT in their classrooms are either
they consider using it as cheating, or they fear it could lead to
an end to the demand for FL instructors. The widespread
notion that the way students use Google Translate for com-
pleting their assignments is just by copying and pasting with-
out engaging with the target language is not accurate and is
an overly simplistic point of view [10, 56, 57]. Second-
language learners tend to use MT to look up individual
words or phrases rather than translating whole texts from
their first language to the target language. Research studies
surveyed the use of MT in the language classroom and asked
participants why they used Google Translate revealed that
students used it for its convenience and speed [20, 92]; in
addition to the fact, it is freely available and accessible
through many platforms and mobile devices [46, 93]. The
majority of students surveyed in recent studies [7, 51] used
Google Translate for completing learning tasks in various
language education settings. It seems that both Grammarly
and Google Translate have become ubiquitously indispens-
able tools for students writing in a second language.

Several studies in the literature have explored the use of
MT in second language acquisition, with special attention to
using it in writing tasks [4, 57]. Many studies entail allowing
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students to use MT for completing their first drafts or com-
paring their first drafts with machine-translated versions.
Many studies have demonstrated significant improvements
in the writing quality of students’ writing when MT was
integrated into the learning tasks [45, 49, 92, 94, 95]. Never-
theless, as it is the case with AWE research, research on the
use of MT in the L2 writing classroom seems to mainly focus
on examining the quality of the writing samples produced
using MT rather than trying to answer the one-million-
dollar question as to whether or not there was evidence of
any gains in lexical or grammatical knowledge or any long-
term transfer to general writing ability. Again, and as it is the
case with AWE research, several MT studies have reported
significant improvement when teachersmediated the learning
process and provided training on the use of MT [49, 52, 95].
In a recent study that examined the impact of providing
training on editing texts produced by MT, Zhang and
Torres-Hostench [55] found that students could successfully
correct raw MT output and gained insight into MT limita-
tions. It takes both focused attention and advanced reading
ability to master postediting skills, which are essential both in
professional translation and language learning.

According to Hellmich and Vinall [7], among the possi-
ble drawbacks of promoting the use of Google Translate in
the foreign language classroom are that it could lead both
learners and teachers to form a wrong reductionist percep-
tion of language. In other words, it can promote the idea that
human languages are merely discrete and unique codes that
can be easily re-encoded from one language to another based
upon a one-for-one transfer from one language to another
[58]. As a result of mistakenly forming a simplistic and
instrumentalist view of language Hellmich and Vinall [7]
warned that some learners might think of Google Translate
as an answer key to their language problems and, therefore,
fail to accept the complexity and richness of human interac-
tion [54]. While MT might be able to capture the semantic
aspect of language, it is likely to miss the nuance and context-
dependent properties behind human communication and
interaction. Students may see accuracy in language use as
the primary goal of language learning (just as offered by
the CF generated by AWE or MT). That is, at least, how
language learners have been conditioned by most L2 class-
room practices and formal assessments.

One of the potential benefits of introducing MT into a
second language classroom is making use of students’ first
language and contrasting the patterns of its uses with the
learning of second language [10]. As such, this is consistent
with SLA’s multilingual turn research that enables learners to
work with multiple languages independently and comfort-
ably [96, 97]. Exploring the different roles of lexicogramma-
tical structures in different languages moves students away
from traditional grammatical and lexical distinctions to
usage-based models of language that emphasize patterns
and collocational use of language [56, 98]. Thus, examining
machine-translated texts may challenge the theory that lan-
guages are regulated and based on grammatical rules [99].
Working with MT can offer students insight into the epiga-
mic characteristics of the language through its emphasis on

statistical probability provided that the MT consultation and
the whole learning process are mediated by the teacher [48].
Following the common use of MT exclusively for lexical
assistance is not likely to guarantee these insights [9, 50].
Likewise, a useful approach to developing a usage-based
understanding of language would be to work with corpora
[47, 99].

3.1.4. Automatic Text Generation and Deep Learning
Technology. The performance of MT and automated writing
and writing evaluation tools has significantly improved over
the last few years thanks to the evolving strength of large
language models (LLM) which make up the basis and foun-
dation of NLU in the field of language technology nowadays.
With the appearance of advanced generations of language
models, AI systems have been increasingly becoming more
able to create texts on their own using predictive text technol-
ogy. Simply put, language modeling is associated with pre-
dicting what word should come next considering what word
preceded it [100]. Large language models can be defined as AI
systems that are based on large datasets which can be analyzed
through machine learning and can lead to the capacity to
interact with human language efficiently. The language model
optimized and implemented in neuro-linguistic program-
ming is built on mathematical modeling of big linguistic
data, not on language grammatical knowledge. In order to
understand how large language models work and how they
made it possible for computers to generate or author texts
autonomously, it is necessary to understand that these models
are mainly AI systems that are made from huge data libraries
that are analyzed by machine learning. These advances in
technology have led to the ability to process human language
in efficient ways. Basing language models on complicated
analysis of statistical data are not a new concept as it can be
traced back to the 1940s when N-Gram models made their
first appearance in the field of computational linguistics and
probability [64].

Despite its huge steps forward in NLP, GPT-3 follows
trends that are already underway in AI-powered writing assis-
tance [62, 65]. With advances in language modeling, writing
tools have moved toward automatic text generation. The
emergence of intelligent text generators may mark the “big-
gest change in writing since the invention of the word proces-
sor” [61, p. 691]. It is indisputable that artificial intelligent
powered writing assistance tools are now providing assistance
that was never available in the near past. In 2018, Google
added a feature called smart compose to its search and writing
products. In addition to providing autocompletion sugges-
tions, it can also be customized to match the context of the
sentence being typed. For example, Google’s email client not
only suggests wording and offers autocompletion options
based on the text you just typed in the email but also tailors
the suggestions by taking into consideration the sender’s mes-
sage to which you are replying. Microsoft Office too improved
its well-known grammar and spelling checkers by incorporat-
ing GPT models into its Microsoft Editor where all Microsoft
products can now offer text prediction and paraphrasing
capabilities in addition to spelling and grammar checking
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features. As far as Grammarly is concerned, it has been
enhanced with predictive text features in addition to its
grammar-checking capabilities [44, 59]. As it is reported by
Dale [63], autocompletion in writing assistance tools can be
regarded as an essential feature rather than an optional one.

Not long ago, autocompletion capabilities were limited to
words and phrases, which meant that the suggestions were
more likely to be correct. Dale [60, p. 485] refered to this type
of text generation as “short leash.”Nevertheless, GPT-3 mod-
els, and their anticipated stronger successors, have changed
and will definitely continue to change the game. Godwin-
Jones [28] demonstrated that writing tools that are based on
GPT-3 models can generate significantly longer texts across a
wide range of genres. As far as textual coherence and flow are
concerned, generated texts often closely resemble those writ-
ten by humans. Eaton et al. [5] described the texts generated
by GPT-3 model as dreadfully convincing. To generate texts
based on GPT-3 model, the system does not require any
training as all it needs to function properly is a few prompts.
In order to generate text, one must describe the writing task
briefly or provide an example. GPT-3 generates texts in a
variety of languages despite the overwhelming majority of
the data being in English. In an attempt to see if OpenAI’s
GPT-3 model is able to generate creative writing, the system
successfully completed the poem using the right sonnet for-
mat and with stanzas in Italian [61]. Dale and Viethen [4]
suggested that the GPT-3 model could even write computer
codes, compose poetry, translate texts, summarize texts, cor-
rect grammar, and even power chatbots. Rather than assisting
writers with writing, it writes on their behalf.

The use of such text generators in educational settings
raises a whole set of issues. Eaton et al. [5] argued that it is
likely that intelligent text generators will be used by many
students across all disciplines once widely available. In this
case, authenticity, creativity, and attribution are at stake. In
essence, humans and machines cocreate texts and hence
share authorship. The assessment of such written work will
present a challenge for language educators as they must find
creative ways to assign credit fairly and consistently. It will be
necessary for writing teachers to find tasks that blend auto-
matic text generation with student effort, just as they did
with MT [28].

The aforementioned discussion serves as answers to
research questions 1 and 2. For research question 3, which
is related to the recommendations put forward by the scho-
lars in the reviewed studies, the following sections discuss
these recommendations in detail.

3.2. Theme (2): Recommendations by Scholars for Researchers
and Educators. The new realm of writing support presented
by the advent of text generators and the widespread use of
MT and AWE/AWCF tools highlights opportunities and
challenges for L2 teachers in general and writing teachers
in particular. It is both unrealistic and unacceptable to reject
or ignore the use of advanced writing assistance tools after
they have become so naturalized and widely available in a
globalized and modern world [7]. In automated writing
assistance literature, several studies have called for

boycotting these tools and banning their use in instructed
learning environments, since these tools are believed to offer
unethical help to students and threaten academic integrity.
However, in the recent literature reviewed in this study,
several other researchers have called for more realistic
approaches that acknowledge the existence of AI-powered
writing assistance tools in the classroom whether we like it
or not. They also acknowledge that these tools can bring
great benefits to the learning process if educators changed
the way they view these tools and adopted a more holistic
perspective toward them. The recommendations are dis-
cussed in the following section.

3.2.1. Artificial Intelligence-Powered Writing Assistance Tools
in the Classroom: A Call for Integration. Writing assistance
tools that are powered by AI technology need to be used and
advocated with thoughtful, informed differentiation based on
situated practices, goals, and expectations. In other words,
these tools should be used according to their fit with pedagog-
ical and curricular objectives, not based on their convenience
[72]. Regrettably, administrative bureaucracies, institutional
regulations, stakeholder pressure, and marketing hype might
not give educational systems, foreign language programs, or
even individual interested faculty the option of making their
own decisions. And even if a specific writing assistance tool is
mandated, there will be a variety of writing experience oppor-
tunities. The use of AI writing tools should be balanced by
assigning writing tasks involving both the system and other
means. The targeted reading audiences could go beyond the
AI system and the teacher where possible [23]. Students
should not be distracted from the communicative purpose
of writing by AI writing tools. Their interaction with the
tool should be part of a comprehensive language program
that does not neglect the significance of communication [23].

This applies to bothMT, AWE, and AWCF tools. It might
mean integrating MT into everyday classroom communica-
tive activities. Using context and word choice are important
even in simple tasks. The same is true for registers, genres, and
styles. The word “That’s great!,” for instance, could be inter-
preted in several different ways, depending on the context in
which it occurred, for instance, if it was a reaction to a positive
or negative situation. Automated translations are unlikely to
reflect such pragmatic and contingent considerations. In their
paper, Pellet andMyers [9] explained how common L2 learn-
ing tasks may be utilized to demonstrate the pragmatics of a
given language and the limits of MT. Likewise, Ranalli [30]
recommended that learners could review AWE feedback crit-
ically to determine its usefulness and effectiveness. Following
such an activity, he suggested giving students a text that they
are to proofread for which they have to identify errors and
then correct them. It is beneficial to provide students with
hands-on activities that will help them to become informed
users of language-assistance resources.

The categorization feature in Grammarly can be used to
target specific grammar points in focus-on-form activities, as
recommended by John and Woll [40]. Moreover, they sug-
gested that teachers may ask students to check their own
writing for a specific type of error and get an AWCF tool to
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check their writing to see if it flags that type of error. Another
way to integrate writing assistance tools into the second lan-
guage classroom is to find learning tasks that contain specific
material previously or currently learnt and use them as
prompts for learning. To do so, Knowles [73] suggested that
teachers may ask their students to come up with checklists of
specific vocabulary or grammar based on their encounters
with the writing assistance tool. He suggested that the grading
rubrics are to be based on Google Translate and include
vocabulary and grammar identification. Additionally, Pellet
and Myers [9] recommend an activity that utilizes Google
Translate to encourage learners to connect recent study topics
to recent experiences. In that exercise, teachers ask students to
discuss the sociopragmatic aspects found in a text that is
translated by Google Translate. Moreover, teachers may also
ask students to record their experiences and encounters with
the writing assistance tool in a diary to use it for future reflec-
tive practices. While practical classroom experiences and
teacher mediation are all integral parts of any plans for intro-
ducing intelligent writing assistance tools into the classroom,
several studies have also shown that explicitly directed
instruction and systematic guidance are equally useful. Part
of that process could be raising teachers’ and students’ aware-
ness about how these intelligent writing assistance tools work,
and the type of writing tasks and activities they are best fitted
for and the limitations of their performance. By building
familiarity as well as confidence, “calibrated trust” can be
established in their use [30, p. 14]. It is important for students
to develop realistic expectations about the utility of tools when
choosing and using them. It is recommended to design a
holistic writing strategies training course that combines con-
ventional writing strategies with writing strategies using auto-
mated writing assistance tools [71].

A greater understanding of metalinguistics can be achieved
through training and usage modeling of AI tools. That may
result in turning these tasks into language-related episodes
[101], where students explicitly talk about their language inter-
actions and negotiate meaning. Koltovskaia’s [2] study of
Grammarly uses also discussed language-related episodes.
There are several examples ofMTprovided by Pellet andMyers
[9] as well as AWE examples provided by Woodworth and
Barkaoui [69]. It is hoped that such experiences will assist in
the appropriate use of advanced language tools in the future
and may result in greater learner autonomy.

Students’ attitudes and teachers’ beliefs toward technology
tools may have a definitive effect on the effectiveness of such
tools [68]. External factors are just as important for teachers as
they are for students. Both curricular and administrative fac-
tors likely influence teachers’ use of technology. An important
factor is teachers’ comfort level with technical tools that may
be relevant to teaching and support [70]. A complicating factor
for writing assistance tools that are powered by AI is the speed
of development and change these tools constantly go through.
In the past, educators who disallowed Google Translate think-
ing of its translation as unreliable might not now have realized
howmuch it has developed today. Likewise, automatic writing
evaluation and AWCF systems are constantly improving and
growing in functionality.

3.2.2. Adopting an Ecological Perspective Toward Automated
Writing Assistance Tools. Teachers who use AWE or MT as
an instructional tool for improving writing and language
development tend to use several other strategies as well to
provide feedback. It has been shown that automatic writing
evaluation and AWCF studies emphasize the importance of
keeping using instructor feedback on student writing rather
than relying only and exclusively on automated feedback
[29, 52]. An ideal situation was proposed by Link et al. [23]
in which they proposed a hybrid approach. In their proposed
approach, the sentence-level problems are dealt with by the
AWE tool while the higher-order writing issues are left to the
teacher to provide feedback on. It is also possible to combine
AWE with peer review [78], as well as MT [72]. Moreover,
Pellet and Myers [9] suggested a more complicated hybrid
approach in which they also described a three-step revising
process, starting from AWE to peer evaluation to teacher CF.
Peer review is now part of some AWE tools, such as MIWrite
and Criterion. Among the Google Translate learning activities
that were proposed by Pellet and Myers [9], there are several
activities that promote learner-to-learner interactions.

Most of the unfavorable perceptions about AI writing assis-
tance tools may be attributed to the failed trials for integrating
them into some local learning environments. As described by
Cotos [102], contextual factors tend to be overlooked when
discussing AWE’s benefits. Grimes and Warschauer [86] pro-
vided illuminating examples of how the integration of such
tools into the learning environment impacts the success of
these tools. Embracing AWE tools wholeheartedly as a power-
ful writing instruction tool [103] is as erroneous as disallowing
Google Translate. AlthoughAI can be used to develop students’
writing skills, Huang and Wilson [29] stated that they should
play a supporting, not leading role. Cotos [102, p. 647] puted
that the “ecology of implementation” of automated writing
assistance tools requires deliberate and thoughtful use of these
tools in contextually appropriate manners. Although the dis-
cussion of artificial intelligence tools often lacks that larger,
ecological perspective, many studies in the literature pointed
in that direction. Grimes and Warschauer [86] suggested the
notion of “social informatics” as an approach to breaking the
barriers between educational organizations, technology, and
teachers. Through this approach, technologies, people, and
organizations are treated as a “heterogeneous socio-technical
network,” in which none of them can be understood without
the others (p. 10). This opinion contrasts with a “tool” focus,
which undervalues the role of organizations and people. Based
on the mediated learning experience theory [104], Jiang et al.
[68] considered AWE systems to be sociocultural artifacts
mediated by teachers and students. This perspective highlights
the fact that the use of AWE systems impacts both student
writing and teacher CF as well. To categorize the scaffolding
process that takes place when the automated CF is complimen-
ted by the teacher’s feedback, Nunes et al. [26] andWoodworth
and Barkaoui [69] suggested following the sociocultural theory.
To characterize the emerging outcomes from people and tools
interactions across different institutional and individual scales,
Hellmich and Vinall [7] proposed using an ecological approach
in education. Their proposed approach sees language teaching
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and learning as developing from multilayered complex relation-
ships between different components in a given ecosystem. Time
is another important aspect to take into consideration. The
majority of research conducted on writing assistance tools is
short-term. Long-term benefits can be tracked only in a small
portion of longitudinal research, such as of Huang and Wilson
[29]. According to Li [72], teachers’ role in technology-enhanced
classrooms is an under-researched area, with more attention
placed on tools than on teachers. He explained how using an
AWE tool may inevitably alter the ecology of the learning and
teaching processes. To fully understand this dynamic, it is impor-
tant to take into account the individual differences between tea-
chers in addition to the characteristics of students [2].

Hellmich and Vinall [7] thought an AWE tool that com-
prehensively takes into consideration both local settings and
other factors such as the users’ knowledge and familiarity
with the topic, genre conventions, the appropriate register
for the assigned writing task, and lexical considerations
based on the intended audience. When viewed from an eco-
logical perspective, writing assistance in classrooms can be
expected to have wildly different results in different environ-
ments. According to complexity theory, complex systems,
such as those involving the interaction between individuals,
institutions, and nonhuman entities, produce emergent out-
comes that are likely to vary from one situation to another
[76]. Several factors influence the outcomes, including initial
conditions, evolving nonlinear, and shifting layered relation-
ships among system components, as well as potentially unex-
pected processes/encounters [79].

In light of that variability, tracing individual case histories
is imperative for illuminating what might contribute to the
success or failure with artificial intelligence writing tools. This
ties well into the person-centered perspective approach which
is increasingly being applied in second language acquisition
research [76]. There are widely varying patterns of emergence
among individual students across studies where the use of
AWE systems was tracked, such as Zhang and Hyland [77]
and Zhang [80]. As part of their study of Google Translate as a
tool for learning Dutch vocabulary, van Lieshout and Cardoso
[81] used surveys to identify individual variables such as lan-
guages spoken, prior use, educational backgrounds, and
autonomy experiences. In their study about students’ use of
Grammarly, Ranalli [30] argued that learning orientations are
likely to influence students’ use of digital writing tools. Those
orientations were heavily influenced by student identities,
including their self-image as students in addition to confi-
dence in their language abilities. One of the interesting cases
in Ranalli’s study was a student who attributed his success in
using Grammarly for improving his writing to his “process-
related knowledge of Grammarly’s workings” (p. 13), which
he had gained as a premium user. Ranalli [30] concluded that
learners’ engagement in these systems may be “complex and
multifaceted” (p. 13) and, hence, could widely vary from one
case to another. Koltovskaia [2] also examined how several
individual learners used Grammarly, looking for patterns of
engagement and disengagement that impacted the effective-
ness of the feedback provided by the tool. In order to deter-
mine if digital tools are being used effectively, qualitative

research focusing on individual student learning pathways
can be quite useful.

One of the many variables that influence the dynamics of
the use of artificial intelligence tools is the human–machine
relationship.Whenever technology is incorporated into instruc-
tion and instruction is implemented into practice, there are
likely to be differing attitudes and reactions, ranging from
enthusiastic acceptance to complete rejection [105, 106]. As a
result, that can bring learner emotions to the scene and add
them to the already complex equation, which eventually is
very likely to impact technology use and the effectiveness of
learning. The reviewed research shows that when using technol-
ogy tools and emotions such as mistrust and anxiety may nega-
tively affect students’ motivation for using technology [82].
When it comes to the importance of students’ trust in the digital
tool, Ranalli [30] found that learners’ acceptance of the feedback
generated by the AWE tools was dependent on and conditioned
by their trust in that tool. In order to understand the dynamics
involved, Ranalli [30] proposed the use of human automation
trust theory by Lee and See [107]. In their view, a trust may be
key to the level of engagement that users have with technology
tools. With L2 students, AWE poses a high degree of vulnera-
bility, since these students are trying to solve problems in a
language that they have not mastered yet and interacting with
a tool they are unfamiliar with, which generates feedback they
have to understand and act upon.

4. Conclusion

In light of the advancements in automated writing assistance,
second language learners and writing instructors ought to be
more aware of what artificial intelligence systems can offer in
regard to writing assistance [8]. With all publicity surround-
ing the use of artificial intelligence in writing assistance tools,
there is no doubt that students will likely use text generators
and other emerging writing tools regardless of their effective-
ness or ethics. Since this is likely to be the case, educators and
researchers are responsible for finding ways to allow students
to use the tools appropriately, and integrating their use into
instruction whenever possible [6]. The benefits of training L2
learners on the best use of AI writing tools extend to even
after their graduation as they are likely to use them for
improving their texts in their future careers. The ability to
use these technologies has grown to be a critical aspect of
digital literacy in educational and professional settings.

It is to be hoped that the developers of the automated
writing assistance tools designed for the educational commu-
nity will incorporate the recommendations and suggestions
from researchers by adding features that would make these
tools more useful to both teachers and students. One of the
main improvements would be the addition of flexibility of
use. It would be helpful and educationally valued, for exam-
ple, if errors were highlighted only without being labeled or
even corrected [30]. Admittedly, giving users the option to
toggle some of the tools’ features on and off is pedagogically
favorable in general. Frankenberg-Garcia [108], for example,
suggested a useful case of a good writing assistance tool for
helping second language writers use collocations correctly
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and appropriately. The recommended automated writing
assistance system (ColloCaid) allows writers to incrementally
display information related to word collocations with the
ability to show different levels of collocations, examples,
and metalinguistic information. In addition to feedback,
the system is also programmed “feed forward” by bringing
to writers’ attention collocations that they may not have
remembered or are not aware they need to look up. For
learners with various linguistic backgrounds and educational
objectives, this scaffolding support can offer the flexibility
required. As part of improving systems to be more respon-
sive to learner context, systems must also support process
writing, that is, the feedback provided by these tools is
adjusted depending on the different drafts and stages of
writing along with the revisions required [30]. It is also
required for writing assistance tools to improve the way
they generate CF by being responsive to different writing
genres. It is generally recommended to be aware of how
AWE systems operate in real practice and the body of
research to enhance compatibility between tools and teach-
ing/learning environments. Feedback in an L2 setting, for
example, may differ in nature and formulation from feed-
back in an L1 setting. In a recent study by Wilken [109], it
was found that adding L1 glosses to automated writing feed-
back was helpful. A feature like that would be particularly
helpful for novice learners, especially if it can be displayed in
either L1 or L2 [110]. Users can view a simultaneous trans-
lation underneath their writing in their native language via a
reverse translation function.

An ecological perspective regarding the use of AI writing
assistance tools in education calls for awider and closer look that
considers other important aspects such as society, equity, and
learner agency [111–113]. Carvalho et al.’s [8] study addresses
these aspects with a particular focus on designing for learning in
an AI-driven environment. The authors note that with the
increasing integration of AI into everyday life and education,
significant disruptions and changes are likely to take place,
bringing a heightened sense of uncertainty. According to the
study, “in an AI world, both teachers and students must be
engaged not only in the teaching and learning processes but
also in co-designing for better learning” (p. 1). Moreover, they
should work together to explore the goals, knowledge, and
actions that might assist users in shaping the future of artificial
scenarios [74, 75].

With AI playing an increasingly influential role in second
language education, it is not unlikely that both learners and
educators might be contributing to the systems and cocreating
with algorithms [66, 67]. For this to be done fairly, designing
for learning requires looking at the AI system from a broad
sociological outlook taking into account the possible impact on
the lives of the individuals [114]. Lütge et al. [115] presented a
similar proposal in which they suggested teaching global citi-
zenship through foreign language education in order to
“empower educational actors to orient themselves in the face
of unknowns” [116, p. 2]. As AI-enhanced writing tools
become more available to second language learners, foreign
language teachers will have to find different ways to reward
creativity and value the freedom of the learners [12, 13]. They

will also have to make use of these tools in reducing their
workload by getting these systems to highlight students’ errors
and writing problems. Envetually, this will leave more room
for the much-needed individualized feedback by the tea-
chers [117].
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