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PINN-Based Method for Predicting Flow Field Distribution of the Tight Reservoir after Fracturing
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The physical-informed neural network (PINN) model can greatly improve the ability to fit nonlinear data with the incorporation of prior knowledge, which endows traditional neural networks with interpretability. Considering the seepage law in the tight reservoir after hydraulic fracturing, a model based on PINN and two-dimensional seepage physical equations was proposed, which can effectively predict the flow field distribution of the tight reservoir after fracturing. Firstly, the dataset was obtained based on physical and numerical models of the tight reservoirs developed by volume fracturing. Furthermore, coupling the neural networks and the two-dimensional unsteady seepage equation, a PINN model was developed to predict the flow field distribution of the tight reservoir. Finally, a systematic study was performed concerning the noise corruption levels, training iterations, and training sample size that affect the prediction results of PINN models. Besides, a comparison between PINN and traditional deep neural networks (DNN) was presented. The results show that the DNN model was not only sensitive to noisy data but also more vulnerable to overfitting as the training iterations increase. In addition, the prediction accuracy cannot be guaranteed when the samples are inadequate (<500). In contrast, the PINN model was less affected by noise and training iterations and thus indicates greater stability. Moreover, the PINN model outperforms the DNN model in the case of inadequate samples attributing to prior knowledge. This study confirms that the adopted PINN model can provide algorithmic support for the accurate prediction of flow field distribution of the tight reservoirs.

1. Introduction

Tight reservoirs have become the focus of unconventional oil and gas exploration and development. At the end of the “12th Five-Year Plan,” the major oil fields have been explored for the large-scale development of tight oil reservoirs. During the “13th Five-Year Plan” period, the tight oil reservoirs will become an important substitute energy source in China [1–4]. And the hydraulic fracturing technology has been widely utilized in the development of the tight reservoirs [5]. Hydraulic fracturing is an advanced stimulation technological process accompanied by increasing lateral horizontal well drilling and the injection of fracturing fluid under high pressure [6]. However, the prediction of flow field distribution of the tight reservoir after fracturing is mostly based on the traditional simulation method, which is time-consuming and inefficient. Besides, given the anisotropy and heterogeneity of the reservoir after fracturing [7], data acquisition and characterization of rock and fluid properties are very difficult. In addition, there are many uncertainties in each step of simulation, which can greatly affect the prediction of reservoir production performance.

Currently, artificial intelligence techniques and machine learning (ML) methods play an important role in various industries which are more efficient and fast compared to the traditional method [8–10]. The ML also provides a new
sight to predict the flow field distribution of the tight reservoir. However, it is difficult to obtain sufficient data in some practical projects, resulting that machine learning cannot effectively learn the nonlinear relationships between data. In addition, most of the practical engineering is based on mathematical-physical laws, which are crucial to the machine learning models, as prior knowledge can constrain the training process of machine learning and reveal the implicit relationships between data. In contrast, machine learning models do not ensure that the fundamental physical laws relevant to practical engineering are met if they rely on data alone.

This idea of physics-constrained learning was already proposed in the late 90s to solve classic differential equations [11–13]. Using physical constraints to regularize the DNN training has also been investigated in [14–17]. Since Raissi et al. proposed physical-informed neural network (PINN) [18, 19], this model and its variations have been widely used to solve partial differential equations [20–22] and practical engineering problems. Wang et al. [23] proposed the theory-guided neural network (TgNN) model, which is a variant of PINN, and applied the model to the groundwater flow problem. Experiments show that TgNN has higher accuracy, better reliability, and scalability than the ordinary deep neural network (DNN) [24]. Jagtap et al. [25] applied PINN to the solution of nonlinear conservation laws by decomposing the study region into multiple nonoverlapping subdomains and setting an independent PINN for each subdomain to increase flexibility. This method can also improve the parallelism of the model, thus effectively reducing the training cost. Karimpouli and Tahmasebi [26] applied PINN to a one-dimensional time-varying seismic wave equation solution problem. The results showed that the method is more accurate for inversion of velocity and density. Mao et al. [27] used PINN to approximate the Euler equation for high-speed aerodynamic flow and solved the positive and inverse problems for one- and two-dimensional regions. He et al. [28] applied PINN to the parameter and state estimation of subsurface transport problems. The results indicated that the method has high prediction accuracy and can invert the required parameters more accurately. Rao et al. [29] applied PINN to the numerical simulation of steady-state and transient laminar flow at a low Reynolds number. It was shown that this method had great potential for high precision fluid flow simulation. Goswami et al. [30] used PINN to solve the brittle fracture problem. Meng et al. [31] decomposed a long-term problem into many independent short-term problems while using multiple PINN models for prediction. The experiments demonstrated that the method can significantly improve the speed of neural network. Sun et al. [32] conducted numerical experiments using PINN for several internal flows related to hemodynamic applications, and the results showed that the method is in good agreement with the numerical simulation results. Kissas et al. [33] employed PINN to predict the arterial blood pressure based on the MRI data and the conservation laws.

This paper focuses on the mechanism and application of the PINN model in predicting the flow field distribution of the tight reservoir after fracturing. The dataset was firstly obtained based on physical and numerical models of the tight reservoirs developed by volume fracturing. Then, the neural networks and the two-dimensional unsteady seepage equation are coupled. In addition, a PINN model was developed to predict the flow field distribution of the tight reservoir. Finally, a systematic study was performed to demonstrate the effect of the noise corruption levels, training iterations, and training sample size. Besides, a comparison between PINN and traditional DNN was presented.

2. PINN Model

The PINN model is built based on the DNN model, and the prior information is encoded into the DNN model by modifying the loss function, which can constrain the training process of the model and finally achieve a reasonable and accurate prediction result.

The workflow of the PINN model is shown in Figure 1. Taking the general nonlinear partial differential equation as an example, assume the partial differential equation is represented as follows:

\[ u_t + N[u, \lambda] = 0, x \in \Omega, t \in [0, t_f], \] (1)

where \( u \) is the solution of the partial differential equation, \( N[u, \lambda] \) is the nonlinear operator with parameters \( \xi, \Omega \) is a subset of \( \mathbb{R}^p \), and \( t_f \) is the ending point.

First, build a deep neural network model as the base model and then modify the loss function. The loss function is defined in two parts: one part of the error derived from the true and predicted values, which is calculated by mean square error (MSE). The MSE formula is expressed as follows:

\[ \text{MSE} = \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{N}, \] (2)

where \( y_i \) is the predicted values, \( \hat{y}_i \) is the true values, and \( N \) is the number of sample.

The other part of the error is derived from the residuals generated by the partial differential equation. The partial differential equation is given by the following:

\[ f(x, t; \theta, \lambda) = \frac{\partial}{\partial t} n(x, t; \theta) + N[n(x, t; \theta), \lambda]. \] (3)

There are four methods to calculate derivatives in the process of training neural networks: (1) manual differentiation (MD), (2) numerical differentiation (ND), (3) symbolic differentiation (SD), and (4) automatic differentiation (AD) [34–37].

The MD algorithm means solving the gradient formula manually and then putting the actual values into the formula and calculating them. The ND algorithm approximates the solution results by finite difference methods. The SD algorithm refers to converting the problem into a specialized mathematical symbolic problem and then implementing the differentiation using algebraic software. These three
methods are easy to encode and suitable for simple functions. For complex functions, these three methods are time-consuming and have poor application performance. Therefore, the AD algorithm was proposed. The AD algorithm first decomposes the complex functions into a series of elementary operations. The symbolic differentiation is then applied to atomic operations such as constants, exponential functions, logarithmic functions, and trigonometric functions using computational graphs. The partial derivatives of the function are calculated at each successive node and then calculated according to the chain rule. In this way, the derivative value of any complex function can be calculated. It can be seen that the AD algorithm has the advantages of accurate calculation, high applicability, and flexibility.

3. Application of PINN on the Fractured Flow Field of Tight Oil

3.1. Physical Model. Unconventional reservoirs have low porosity and permeability due to the heterogeneity of the formation [38, 39], which can be increased by volume fracturing, thus increasing the production of unconventional reservoirs.

In this paper, the fractured reservoir is simplified into three parts: the matrix zone, the transition zone, and the fractured zone. It is assumed that the studied reservoir is horizontal, homogeneous, and isotropic. The fluid is assumed to be a single-phase, homogeneous, and weakly compressible Newtonian fluid. It is also assumed that no special physical or chemical phenomena occur during the seepage process.

The physical model [40] is shown in Figure 2.

The basic differential equation for two-dimensional unsteady seepage flow is calculated as follows:

\[
\frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} = \frac{1}{\eta} \frac{\partial p}{\partial t},
\]

Figure 1: Framework of the PINN model.

where \(\eta = K/\phi \mu C_t\), \(\eta\) (Pa \cdot s) is the hydrodynamic viscosity, \(K(\text{m}^2)\) is the absolute permeability, \(\phi\) is the porosity at a certain pressure, and \(C_t(1/\text{Pa})\) is the rock compression coefficient.

Define the residual formation of the governing equation as follows:

\[
f = \frac{1}{\eta} \frac{\partial p}{\partial t} - \left( \frac{\partial^2 p}{\partial x^2} + \frac{\partial^2 p}{\partial y^2} \right).
\]

Assuming the absolute permeability \(K\) as a function about \(y\), the residual function can be written as follows:

\[
f = \frac{\phi \mu C_t}{K(y)} \frac{\partial p(t,x,y)}{\partial t} - \frac{\partial^2 p(t,x,y)}{\partial x^2} - \frac{\partial^2 p(t,x,y)}{\partial y^2}.
\]

The residual function of the governing equation is then defined as follows:

\[
\text{Loss}_2 = \frac{\sum_{i=1}^N f_i^2}{N}.
\]

Finally, the loss function of the PINN model is defined as follows:

\[
\text{Loss} = \text{Loss}_1 + \text{Loss}_2.
\]

Assuming that the distribution from the volume fractured zone to the matrix zone is in accordance with the S-shaped curve, Equation (9) is used to characterize the permeability distribution, and it can be obtained by the following steps: first, we plot the S-shaped curve and set the endpoint values which, respectively, indicate the equivalent permeability of the modified area and the matrix permeability at both ends of the curve, and then, we use curve fitting
methods to get the fitting formula of S-shaped curve.

\[
y = \left( \frac{a/(b + c^x)}{d} + d \right) + \min \left( \frac{a/(b + c^x)}{d} + d \right),
\]

where \(a, b, c,\) and \(d\) are the S-curve fitting coefficients, which can be assigned according to the actual situation.

In this paper, \(a = 1.982 \times 10^{-5}\), \(b = 1.941 \times 10^{-7}\), \(c = 0.08466\), and \(d = 10\). Consider the studied zone of the horizontal well in tight oil is shown in Figure 3 where \(K_1 = 10\) mD, \(K_2 = 0.1\) to 10 mD, and \(K_3 = 0.1\) mD. Because of the poor fluid flow capacity of the reservoir, the outer boundary condition is considered to be a no-flow boundary.

The boundary conditions and initial conditions and specific parameters are presented in Table 1.

Considering the 50-day variation of the flow field, every 0.5 days is considered as a time step; thus, the time steps are a total of 101. The simulation data are generated by calculating time \(t\), position coordinates \(x\) and \(y\), and flow field distribution value \(p\). Time \(t\) is 101 \(\times\) 1 dimensions; position coordinates \(x\) and \(y\) values are 255 \(\times\) 1 dimensions; flow field pressure value \(p\) is generated at different time steps and different coordinate values; thus, the dimension is 255 \(\times\) 101.

The generated simulation data are used as the dataset for machine learning. It can be seen that the dimensions of \(t, x, y,\) and \(p\) are different. In order to make them consistent, the time \((t)\) is expanded to 255 \(\times\) 101 dimensions by row, which means that there are 101 time points under each different location coordinate; the location coordinates \((x, y)\) are also expanded to 255 \(\times\) 101 dimensions by column, which means that there are 255 sets of coordinate values under each different time step. Thus, the dimensions of \(t, x, y,\) and \(p\) are all 255 \(\times\) 101 and can be used as the dataset for the PINN model.

3.3. Model Setup. In this paper, there are 3 input parameters for the PINN model, which are time \((t)\), spatial coordinates \((x\) and \(y)\), and the output parameter which is the flow field distribution (the pressure value, \(p\)). There are all 25755 samples.

In machine learning, the widely used activation functions are the sigmoid function, the tanh function, and the ReLU function. The tanh function converges faster than the sigmoid function and can effectively prevent the model from the fluctuation of gradient descent. The ReLU function is prone to cause the cases where weights cannot be updated during training process while tanh function cannot cause this phenomenon.

As a result, the tanh function is chosen as the activation function of the neural network, and it can be described as
Adam’s algorithm [41] is used as the optimization algorithm for gradient descent. Adam’s algorithm is an optimization of the gradient descent algorithm and Adagrad algorithm. The learning rate of each parameter can be dynamically adjusted using the first-order moment estimation and second-order moment estimation of the gradient. It makes the learning rate have a determined range for each iteration and thus is suitable for most nonconvex optimization problems [42, 43]. The specific operations are given by the following:

\[
m_i = \mu \cdot m_{i-1} + (1 - \mu) \cdot g_t, \tag{13}
\]

\[
n_i = \nu \cdot n_{i-1} + (1 - \nu) \cdot g^2_t, \tag{14}
\]

where \(m_i\) and \(n_i\) are the first-order moment estimates and second-order moment estimates of the gradient, respectively. \(m_0\) and \(n_0\) are the corrections to \(m_i\) and \(n_i\), approximated as unbiased estimates of the expectation, \(\mu\) is the momentum factor, \(g_t\) is the gradient, \(\nu\) is the decayed learning rate, \(i\) is the timestep, \(\Delta \theta_i\) is the variation of parameters, \(\epsilon\) is a constant approximating zero, avoiding the denominator to be zero, and \(\eta\) is the step. Therefore, the setting of hyperparameters of the PINN model is presented in Table 2.

### 4. Model Validation and Analysis of Influencing Factors

#### 4.1. Model Validation

In this section, the performance of the modified PINN model is tested. The accuracy of the PINN model is compared with the simulation and the DNN model in Figure 5.

It can be seen from Figure 5 that the predicted results of the PINN model are greatly consistent with the simulated values. Besides, compared to the baseline model (DNN model), the PINN model has higher accuracy.

In addition, it is demonstrated from Figure 6 that both the DNN model and PINN model can converge quickly. However, by comparison, the PINN model outperforms the DNN model when the epoch is small.

As a result, the PINN model has a marvelous performance in the prediction of the flow field distribution of the tight reservoir after fracturing effectively and converges more quickly and can be evaluated further in the following studies.

#### 4.2. The Effect of Noise Corruption Levels

In this paper, we measure the predictive ability of the PINN model by the decision coefficient \(R^2\).

\(R^2\) is calculated by the formula as follows:

\[
R^2 = 1 - \frac{\sum_{i=1}^{N}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}, \tag{18}
\]

where \(y_i\) and \(\hat{y}_i\) are the observed and predicted target values, \(\bar{y}\) is the mean of observed target values, \(N\) is the number of observations.

### Table 1: Specific parameters of the numerical model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizontal well length</td>
<td>1500 m</td>
</tr>
<tr>
<td>Radius of fractured zone</td>
<td>250 m</td>
</tr>
<tr>
<td>Radius of matrix zone</td>
<td>50 m</td>
</tr>
<tr>
<td>Petroleum density</td>
<td>860 kg/m³</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>1.27 \cdot 10^{-3} Pa · s</td>
</tr>
<tr>
<td>Initial reservoir pressure</td>
<td>25 MPa</td>
</tr>
<tr>
<td>Bottomhole flow pressure</td>
<td>15 MPa</td>
</tr>
<tr>
<td>Initial porosity</td>
<td>0.1</td>
</tr>
<tr>
<td>Rock compression coefficient</td>
<td>8 \cdot 10^{-4} MPa⁻¹</td>
</tr>
<tr>
<td>Time range</td>
<td>50 days</td>
</tr>
<tr>
<td>Absolute permeability of the matrix zone</td>
<td>0.1 mD</td>
</tr>
<tr>
<td>Absolute permeability of the fractured zone</td>
<td>10 mD</td>
</tr>
</tbody>
</table>

### Table 2: Specific setting of the PINN model.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hidden layers</td>
<td>8</td>
</tr>
<tr>
<td>Neurons in each hidden layer</td>
<td>20</td>
</tr>
<tr>
<td>Neurons in input layer</td>
<td>3</td>
</tr>
<tr>
<td>Neurons in input layer</td>
<td>1</td>
</tr>
<tr>
<td>Activation function</td>
<td>tanh function</td>
</tr>
<tr>
<td>Optimization algorithm</td>
<td>Adam</td>
</tr>
</tbody>
</table>

\[
m_i = \frac{m_{i-1}}{1 - \mu}, \tag{15}
\]

\[
n_i = \frac{n_{i-1}}{1 - \nu}, \tag{16}
\]

\[
\Delta \theta_i = -\frac{m_i}{\sqrt{n_i + \epsilon}} \cdot \eta, \tag{17}
\]
where $y_i$ is the true value, $y_j$ is the predicted value, and $\bar{y}$ is the mean value.

In this section, we measure the predictive ability of the PINN model; at the same time, the accuracy of the predictions of the DNN model and the PINN model is compared. The data obtained in practical engineering are usually the data with noise, and the prediction accuracy of the PINN varies under different levels of noise corruption. Therefore, it is necessary to evaluate the effect of the noise corruption levels.

The formula to add noise is represented by the following:

$$P(t, x, y) = P(t, x, y) + a \times \text{std}(P) \times \epsilon,$$

(19)

where $P(t, x, y)$ is the pressure value at the coordinates $(x, y)$ at the moment $t$. $a$ is the noise level. $\text{std}(P)$ is the standard deviation of the pressure value. $\epsilon$ is a random number.

The noise corruption levels are set to 0.01, 0.05, 0.1, and 0.2. And then, the variation of the model prediction ability of PINN with the training iterations under these four levels of noise corruption is analyzed.

The results are shown in Figure 7 where “nTrain” denotes the training samples and “nIter” denotes the training iterations.

Figure 7 represents the accuracy of the DNN and the PINN models when the sample size is 100, $T$ is 90, and the noise levels are 0.01, 0.05, 0.1, and 0.2, respectively.

As can be seen from Figure 7(a), when the noise level is 0.01, the prediction accuracy of the DNN model increases with the increase of the training iterations. When the training iteration is below 1000, the prediction accuracy of DNN can only reach 96.2%, while when the training number is increased to 7000, the prediction accuracy of the DNN model increases to more than 99%. At this time, the model has a high precision which is considered to have reached the best-fitting point. In contrast, the PINN model is less affected with the noise level of 0.01 and continually keeps to be a high accuracy.

Figures 7(b) and 7(c) show the prediction results of the DNN and PINN models when the noise is 0.05 and 0.1, respectively. It can be seen that the prediction accuracy of the DNN model increases with the training iteration increases when the training iterations are below 4000. However, once the training iterations exceed 4000, the accuracy decreases sharply. Thus, the point of 4000 is called the
This phenomenon is due to the overfitting caused by the small amount of training data and too many training iterations. For PINN, the model has been at a high prediction accuracy and is more robust, which once again indicates that the noise data has less influence on the prediction ability of the PINN model again.

Figure 7(d) shows the effect of the noise level of 0.2. It should be noted that the accuracy of the DNN model has been decreasing and is below 90% which is called underfitting. In contrast, the PINN model can always maintain high prediction accuracy (>95%).

In general, compared with the traditional DNN model, the PINN model is not sensitive to noisy data and yields remarkable accuracy, indicating more robustness.

4.3. The Effect of Training Iterations. In addition, different neural network models have their optimal hyperparameter settings. In this way, the prediction accuracy of the models under different settings needs to be considered. The hyperparameters that affect the accuracy of the PINN model are mainly the training iterations and the sample size.
In this paper, we evaluate the prediction accuracy of the DNN model and the PINN model with different training iterations when the noise level is 0.2 and \( T = 90 \).

The result is shown in Figure 8 where “nTrain” denotes the sample size and “nIter” denotes the training iterations.

Figure 8 presents the prediction results with the training iterations for nTrain = 100, nTrain = 200, nTrain = 500, and nTrain = 1000, respectively.

As can be seen from Figure 8(a), when the training sample size is 100, the prediction accuracy of the DNN model is mostly below 90%, which is underfitting. While the accuracy of the PINN model is about 99%, which has a better prediction ability.

If the number of samples is 200 (Figure 8(b)), the \( R^2 \) of the DNN model can achieve about 98% when the training iteration is less than 3000, but subsequently decreases and overfitting, while the \( R^2 \) of the PINN model is always about 99% until the training iterations are more than 6000.

As can be seen from Figure 8(c), when nTrain = 500 and the training iterations are less than 4000, the difference between the DNN model and the PINN model is not much, both are above 99%. After passing the turning point (nIter = 4000), the PINN model maintains high accuracy, while the DNN model shows an overfitting phenomenon.

When the training sample size is 1000 (Figure 8(d)), the turning point advanced to nIter = 3000. Before the turning point is reached, the accuracies of the DNN and PINN models are comparable and both are above 99%. Nevertheless, once passing the turning point, the accuracy of the DNN model starts to fall off and eventually overfitting.

In general, the DNN model is more vulnerable to overfitting as the training iteration increases, whereas the PINN model is less affected and demonstrated greater stability.

4.4. The Effect of Sample Size. In this paper, we investigate the predictive ability of DNN and PINN models with different sample sizes when the noise level is 20% and \( T \) is 90.

The results are displayed in Figure 9 where “nTrain” denotes the number of training samples and “nIter” denotes the training iterations.

Figure 9 represents the prediction results with the number of training samples at nIter = 500, nIter = 1000, nIter = 2000, and nIter = 3000, respectively.

The general trend shows increased prediction accuracy of the DNN model as the number of samples increased. When the number of training samples is greater than 500, the prediction accuracies of the DNN and PINN models do not differ much, both are above 99%. However, the PINN model outperforms the DNN model in the case of inadequate samples (nTrain < 500).

Commonly, the practical data are not easy to acquire resulting in an insufficient sample. As a result, the PINN model can be an effective alternative.

5. Conclusion

The physical-informed neural network (PINN) model can greatly improve the ability to fit nonlinear data and make the traditional neural networks interpretable. In this paper, the partial differential equation characterizing the seepage law of tight oil is added to the loss function of the PINN model. In addition, the PINN model is successfully utilized to approximate the high-dimensional complex partial differential equation by applying the automatic differentiation method, which improved the prediction efficiency and accuracy of the model.

By comparison, it is found that the DNN model is more sensitive to noisy data than the PINN model. When the noise corruption level is less than 0.1, the prediction accuracy of both models is above 95%. But as the number of
training iterations increases, the DNN model is more prone to overfitting, while the PINN model has a certain capability to avoid. When the noise corruption is up to 0.2, the DNN model has poor prediction accuracy while the PINN model yields remarkable accuracy (over 95%). It is indicated that the PINN model is less affected by noise and training iterations. Moreover, when the sample size is small (<500), the DNN model cannot achieve great accuracy, while the PINN model can fully learn the relationship among data and attain high accuracy. The comparison results show that the PINN model surpasses the traditional DNN model.

However, due to the poor generalization capability, the use of the PINN model is limited.
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