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Development of Modified LSTM Model for Reservoir Capacity Prediction in Huanggang Reservoir, Fujian, China
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The Huanggang Reservoir capacity is affected by a variety of factors. In order to accurately understand the Huanggang Reservoir capacity change, we develop a new hydrological prediction model based on the LSTM (Long-Short-Term Memory) method, which is used to predict the capacity of the reservoir. In this modified model, we choose to input multidimensional factors, two fully connected layers, selecting the optimal number of the hidden neurons, the optimizer, and adding the attention mechanism. The result of using the Developed LSTM and usual LSTM shows that the prediction curve of the Developed LSTM model can fit the true value better than the usual LSTM model, and the mean relative error of the Developed LSTM model decreased by 1.15%-3.82%, comparing with the usual LSTM model. Thus, we realize that the Developed LSTM model can make accurately prediction in some reservoir capacity estimations.

1. Introduction

Reservoir, a water conservancy project, which plays an important role in agricultural irrigation, flood control during flood season, hydroelectric power generation, and water supply [1–3]. Therefore, the safety of reservoirs will directly affect economic development and people’s livelihood. With the environment changing, extreme weather occurring frequently, the probability of reservoir safety hazards has greatly increased [4–6].

With climate change and the country’s emphasis on water conservancy projects, the prediction of reservoir capacity has become a hot research spot in recent years. To clarify the changes in reservoir water volume, a large number of fruitful studies have been carried out. There are three commonly used methods of reservoir volume forecasting:

(1) Reservoir volume prediction based on the principle of reservoir flood regulation calculation; (2) Hydrodynamic methods; (3) Artificial Neural Networks predict the complex nonlinear reservoir capacity [7]. The first method is to estimate the water level using the principle of reservoir flood regulation calculation. The principle of reservoir flood regulated calculation was used widely and predicted the water level of the reservoir initially. If the reservoirs’ inflow is back-calculated by the balance equation, the errors would occur [8]. The second method depends on the hydrodynamic method. An excellent hydrological model can simulate the water level pretty well. However, the hydrodynamic model requires amounts of data, and the exactitude of the input factors will determine the accuracy of the model. In addition, the hydrodynamic process is complex and changeable, which could increase the difficulty of reservoir capacity simulation.
These factors limit the development of this hydrodynamic model [9, 10]. For the third method, the reservoir capacity prediction depends on the Artificial Neural Networks. With the continuous development of various monitoring and forecasting technologies [11–14], especially the emergence of the LSTM (Long Short-term Memory) neural network, it stores historical information by cyclic feedback and has a strong ability to solve time series problems. It has attracted attention in the prediction of hydrological time series problems [15, 16]. Lin [17] et al. compared the LSTM algorithm with the hydrological physical model who found the LSTM model is better than the traditional physical model; Mich [18] et al. compared the accuracy of several different neural network algorithms in water level prediction; Chen [19] compared the water level prediction with LSTM and SVM models, it found that LSTM has advantages over general neural networks; Gu [20] et al. used LSTM to predict the water level of Poyang Lake by using 7 lakes' data. The accuracy of predicting the water level of Poyang Lake based on the amount of rivers' data that is much better than one single river’s. The traditional LSTM model mainly focuses on the prediction of time series of hydrological information, while external factors are often ignored. Factors, which are closely related to the prediction, are usually not involved in the structure of the model. This ignorance directly made the model prediction have a large deviation from the real when the correlation factor changes greatly. Therefore, considering the influence of the correlation factor on the model, we optimize the LSTM model for the prediction of reservoir capacity.

In the study area, Huanggang Reservoir capacity (Fujian, China) has many influence factors which are complex nonlinear changing. LSTM model usually predicts the storage capacity only by one input factor (historical reservoir capacity). We use the multiple inputting factors of developed LSTM including historical storage capacity and rainfall. In addition, an attention mechanism is introduced in the developed LSTM model, which can give different weights to different factors in the process of LSTM decoding and coding, so that the calculation results are more accurate. In the following, we explore whether they can improve the accuracy of the model in reservoir capacity prediction.

2. Materials and Methods

The study area is located in the upper reaches of the Jiulong River water system, which belongs to Longyan City, Fujian Province, China. The city has a population of 300,000, a land of about 150,000 acres, many industrial and mining enterprises [21]. Huanggang Reservoir is an important reservoir that is mainly used for irrigation, combined with comprehensive utilization of flood control, power generation, and aquaculture [22, 23]. The study area is affected by a subtropical monsoon climate with sufficient rainfall throughout the year. Sufficient water flow, typhoons, heavy rainfall, and other extreme weather usually occur in summer [24]. The total storage capacity of the reservoir area reaches 28.6 million m$^3$ [25, 26], and the location map of Huanggang Reservoir is shown in Figure 1.

2.1. Research data. The daily hydrological data of the Huanggang Reservoir from 2001 to 2019 was obtained from the Longyan Reservoir Management Center. These data
included the historical storage capacity of the reservoir and the rainfall value around Huanggang Reservoir. The relationship between rainfall and reservoir capacity from 2001-2019 is shown in Figure 2.

2.2. Basic principles of LSTM. LSTM is a special deep learning neural network that is based on RNN, which makes up for the problem of gradient disappearance and explosion in the process of long sequence training (Figure 3). In the hydrological prediction of long time series, the LSTM model has been widely used [27]. Compared with other algorithm models, it has some significant advantages and the simulation effect is excellent in hydrological prediction [28].

The long-short-term memory neural network is composed of memory cells. Its key is the state of these memory cells and the structure of the “gate” in the process. The cell state transmits the information in the time series that likes a conveyor belt and then passes through three gates: the input gate, the forget gate, and the output gate. The input gate determines how much input data of the network at the current moment is saved in the unit state; the forget gate determines how much of the unit state at the previous moment is saved to the current moment; the output gate determines the number of the control unit state which is outputted to the current output value of LSTM.

The basic process of LSTM neural network information transmission is as follows (only one neural network node is used as an example to illustrate): (1) The forget gate controls the input information through the sigmoid function to determine which information can enter the current cell state unit; (2) A candidate value that can be added to the current cell state unit is generated by the tanh layer, and then the
The candidate value, the input information of the previous step, and the cell unit state of the previous moment are bitwise operated to obtain a new cell unit state value; (3) After obtaining the initial output information through the sigmoid function, the tanh layer is used to process the new cell unit state value to make it between -1 and 1. The information of the initial output and the state value of the processed cell unit are calculated and output.

\[
\begin{align*}
    it & = \sigma(Wixt + Whi + 1 + bi) \\
    ft & = \sigma(Wxfxt + Whf + 1 + bf) \\
    ot & = \sigma(Wxoto + Who + 1 + bo) \\
    ct & = ft \times ct - 1 + it \times \tanh(Wxct + Whc + 1 + bc) \\
    ht & = ot \times \tanh(ct)
\end{align*}
\]
it - the output value of the hidden layer at the previous moment in the input gate and the value of the input value at the current moment processed by the sigmoid function;
ft - the output value of the hidden layer at the previous moment in the forget gate and the value of the input value at the current moment processed by the sigmoid function;
ot - the output value of the hidden layer at the previous moment in the output gate and the value of the input value at the current moment processed by the sigmoid function;
ct - the state value of the cell unit after the update at the current moment; ht - the output value of the hidden layer at the current moment;
σ and tanh - cyclic activation functions; ht-1 - the output value of the hidden layer at the previous moment; xt - the input value at the current moment; W - different weight matrices; b—different bias parameters.

2.2.1. LSTM neural network backpropagation. The LSTM neural network model finds the optimal solution by continuous optimization and making the model converge. The Loss function is used to compare the true value and the prediction and it is an important indicator for evaluating the quality of models. The Loss function, which reaches an infinitely close to 0 degree, determines the pros and cons of the model. The neural network backpropagation algorithm uses gradient descent to iteratively update the weight value of the neural network:

$$\text{Loss} = \frac{1}{m} \sum_{i=1}^{m} (y_i - \hat{y}_i)^2 \quad (2)$$

In the formula, Loss is the Loss function, $y_i$ and $\hat{y}_i$ are the true value and predicted value at the time $i$, respectively.

2.3. Data processing method. We got the Developed LSTM model multidimensional inputting factors historical reservoir capacity and rainfall that are from 2001 to 2018. Due to the unusual characteristics of the original data (the historical reservoir capacity and rainfall), we processed the original data, deleted outliers, supplemented missing values, and minimized the abnormal samples of the data that had a large negative impact on the calculation results, such as the model calculation does not converge, the expected effect of the model is worse and other phenomena. To ensure that the data are in the same dimension, we normalize the data as eq (3):

$$X^* = \frac{X - X_{\min}}{X_{\max} - X_{\min}} \quad (3)$$

Here we adopt the Min-Max Normalization method. In the formula, $X_i$ is the normalized result, $X$ is the original data, $X_{\max}$ is the maximum value in the original data, and $X_{\min}$ is the minimum value in the original data.

### 3. Developed LSTM model structure

In the Developed LSTM structure, we considered a variety of correlation factors as the model inputting, getting the optimal number of hidden neurons and the best type of the optimizer in the LSTM model, and the introduction of attention mechanism in the model.

3.1. Model structure. The model was structured by using a both way two-layer fully connected layer and multi-factor inputting parameter optimized. We selected the two factors including Huanggang reservoir capacity and the rainfall data as the input factor from 2013-2018. The data from 2013-2016 was training set, while the data of 2017-2018 was used...
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(a) Single-factor input LSTM model

(b) Two-factor input LSTM model
as the test data to predict the changes in reservoir capacity for 7 days, 14 days, and 30 days, respectively. The developed LSTM neural network model structure is shown in Figure 4. $x_i$ is the inputting factor. It changes the dimension of the $x_i$ matrix, $x_i = [a_i, c_i]$, $a_i =$ storage capacity, $c_i =$ rainfall, to realize multi-factor input; $\overrightarrow{V}_j$ stands for data to participate in forward operation; $\overrightarrow{V}_j$ stands for data to participate in opposite operation; $\overrightarrow{S}_j$, $\overrightarrow{\overline{S}}_j$ represents the value of the hidden layer in forward and opposite operation; $V_i$ is the value after attention processing; Y is the prediction result in Developed LSTM model.

3.2. Model parameter optimization. In the model parameter optimization processing, we selected optimal number of
hidden neurons, the activation function, the optimizers and introduced the attention mechanism in the LSTM model.

3.2.1. The influence of the number of hidden neurons. The LSTM algorithm has high requirements for the number of hidden neurons [28]. The number of hidden neurons is one of the most important factors that affect the accuracy of the LSTM model. If only few neurons were used in the hidden layer, the model could not be fully trained; while too many hidden neurons would cause a time-consuming training, which may lead the model to take a phenomenon of non-convergence or over-fitting.

Finding the appropriate number of neurons had an important impact on the quality of model training. We took a total of 10 kinds of neural network numbers (1, 10, 20, 30, 50, 100, 150, 200, 500, 800) to predict the future reservoir capacity by inputting the historical storage capacity and rainfall of the Huanggang Reservoir. It found that the RMSE value of the 1, 10, 20 items varies from 1 to 7. And the RMSE value of 30 and 50 items ranges from 0.975 to 0.27 and the results have great fluctuations (in the box plot would have a negative effect). Thus, the result of 100-800 items are only considered as shown in Figure 5.

With the number of neurons increase, the RMSE value of the model becomes smaller and gradually stabilizes, and the number of abnormal points decreases. When the number of neurons exceeds 500 to 800, the increased neurons number has a small effect on the model and the number of outliers becomes more, so we finally use 500 hidden neurons.

3.2.2. The influence of choosing a good optimizer. The optimizer plays a vital role in improving the speed of model training and accelerating model convergence to find the optimal solution [29–31]. Increasing of complex neural networks directly lead to huge model parameters. A good
optimizer can speed up the update and calculate the network parameters output of the model so that the model can approximate and find the optimal solution. We randomly selected 7 kinds of functions ("adam", "adagrad", "adamax", "SGD", "Nadam", "Rmsprop", "Adadelta" 7 kinds of optimizers), run 7 times under random conditions, and recorded the RMSE generated in each operation (Figure 6).

The running results of 7 kinds of optimizers shows that the "SGD" optimizer was the worst since there are many failures to converge. Although the results of the “Adadelta” and “Nadam” optimizers have converged, the RMSE was too large. The result greater than 1 means the effect is very poor. The effect of the remaining three optimizers is well, and the value of RMSE is less than 1. The calculation result of “Adam” is more stable and works better by comparing with the other two optimizers, so the suitable optimizer is “Adam”.

According to the description of hyperparameters in sections 3.2.1 and 3.2.2, and combined with the experimental
objects (Huanggang Reservoir and Hejiapo Reservoir), we set appropriate hyperparameters to train each model to convergence. The final hyperparameter selections are shown in Table 1.

3.2.3. Introduction of attention mechanism. In the LSTM model, the same vector is assigned to each input unit during the decoder decoding process [31]. In the encoder process, the output is the same fixed-length semantics. In the long-short-term prediction process of the model, these factors directly limit the model’s accuracy, so we considered adding the attention mechanism into LSTM. The attention mechanism comes from the human learning process, in which a certain part of our learning always appears to be the most important content. To speed up learning efficiency and improve accuracy, we focus our attention on that part of the information and suppress other irrelevant information in the re-learning process. The weights, which are assigned by the attention mechanism to the input sequence, can determine the most relevant aspects that affect the prediction data, thus improving prediction accuracy. The attention mechanism can effectively improve the situation in which the LSTM loses information because of long sequences, and simultaneously replace the original method of randomly assigning weights with that of assigning probabilities [32, 33]. Firstly, the attention machine value obtains a proportion by calculating the similarity between each output and input. Then, the mechanism accumulates all the inputs based on these factors’ proportion. By comparing the LSTM model with the attention and without the attention, we run 7 times under the same initial conditions and recorded the RMSE (Figure 7). We find that input of the attention mechanism in LSTM has a significant improvement than the LSTM without attention.

4. Result

4.1. Model evaluation criteria. For judging the prediction effect of the model, we used the most common indicator of hydrological models: the Nash-Sutcliffe Efficiency (NSE) [34] and the Mean Relative Error (MRE) [35]. As an important indicator of hydrological model evaluation, NSE is used to verify the quality of the hydrological model simulation. The value range is from negative infinity to 1. The closer of value is to 1, the better quality and reliability of the hydrological model.

\[
\text{NSE} = 1 - \frac{\sum_{i=1}^{N} (Q_{\text{sim},i} - Q_{\text{obs},i})^2}{\sum_{i=1}^{N} (Q_{\text{obs},i} - Q_{\text{obs}})^2} \quad (4)
\]

In the formula, \(Q_{\text{sim},i}\) is the true value of the reservoir capacity, \(Q_{\text{obs},i}\) is the predicted value of the reservoir capacity, and \(Q_{\text{obs}}\) is the total average of the true value of the reservoir capacity.

MRE is used to measure the average relative error between the true value and the predicted value, and then to judge the pros and cons of the model fitting.

\[
\text{MRE} = \frac{1}{n} \sum_{i=1}^{n} |x_i - \hat{x}_i| \quad (5)
\]

In the formula, \(n\) represents the total number of validation set data, and \(x_i\) represents the reservoir monitoring capacity of a reservoir on the i-th day. \(\hat{x}_i\) represents the reservoir capacity predicted by the model on the i-th day, and i represents 1, 2, 3, ..., n.

4.2. Model accuracy comparison. Previously, we have optimized the model parameters by selecting the model
structure with excellent effects. And considering the relevant factors in the reservoir capacity change, we have established a Developed LSTM model. We would verify whether the developed LSTM model had an improvement compared with the traditional LSTM model in predicting the change of reservoir capacity. We selected the Huanggang Reservoir data from 2013 to 2018, and used 70% of the data as the model training set and the rest 30% for model validation. LSTM model considers inputting the single-factor (historical reservoir capacity), while the developed LSTM model considers inputting the two-factors (historical reservoir capacity and rainfall) and introduction of attention mechanism. We used the model to predict the Huanggang Reservoir’s capacity change in 7days, 14days, and 30days, respectively. The prediction of reservoir capacity and the relative error of both models are as shown in Figure 8. (The relative error described in this article refers to the value obtained by multiplying the ratio of the absolute error caused by the measurement to the true value of the measurand multiplied by 100%.)

The result of Figure 8 shows that developed LSTM model with inputting the two-factor (historical reservoir capacity and rainfall) fits measurement data higher than the LSTM model with inputting single-factor (historical reservoir capacity). The two-factor input prediction model has few deviations between the predicted reservoir capacity and the real reservoir capacity only at a few points while at other points the prediction are well. NSE is an important indicator for hydrological model evaluation. The value is closer to 1 means that a model has a higher credibility. MRE is an indicator to judge the degree of agreement between the predicted value and the true value. We can see the NSE and MRE

![Figure 13: Two models’ accuracy comparison.](image-url)
values of developed LSTM model are better than that of the LSTM model for predictions of 7-day, 14-day, and 30-day. In addition, as the increase of prediction period (from 7, 14 to 30 days), the increase of error is obviously slow for the developed LSTM model than LSTM model (Figure 9). We also test the performances of these models during the typhoon season, which shows the similar results (Figure 10).

5. Discussion

In this section, two aspects of the developed LSTM model will be discussed: the inputting influence factors of LSTM model, and the further applicability of model.

5.1. Influence factors of LSTM model. For multi-factors input, we considered that the influencing factors of reservoir capacity are often diverse rather than one-single. Thus, physically it is impossible to make good predictions for considering only one factor (reservoir capacity) input. Considering the impact of multi-correlation factors, the model can make good adaptability for some predictions of mutation. The input of multi factors is not blind, and the influencing factors need to have sufficient correlation. If the input influencing factors are irrelevant or negatively related to the reservoir capacity prediction, it will directly lead to the reduction of the accuracy of the model. Specially, one factor of historical reservoir capacity is used in the LSTM model. It considers this single factor containing the previous information of rainfall and drainage which mainly affect the balance of reservoir capacity. In two factors inputting consideration, besides the historical reservoir capacity, we regards the time-series rainfall, the most important factor to improve the reservoir capacity, as the one independent factor.

5.2. Application of model in another case. In order to further illustrate the applicability of the developed LSTM model, we obtained the reservoir data of Hejiapo in Longyan City. The data contained the Hejiapo historical reservoir capacity and the historical rainfall from 2015 to 2019 (Figure 11). By using the data of 2015-2017 as the training set and the data of 2018-2019 as the validation set, we used the Developed LSTM model and the LSTM model for the prediction of the reservoir capacity of the Hejiapo (7 days, 14 days, and 30 days) (Figure 12).

The Figure 13 indicates that the developed two-factor LSTM model has a lower MRE and a higher NSE values than the LSTM model for 7-day, 14-day, and 30-day.

Comparing the MRE of the single-factor LSTM model and the two-factor developed LSTM model during the typhoon season, the Figure 14 shows that the developed LSTM model makes a more accurate predictions in extreme weather.

6. Conclusions

(1) This study verified the better performance of the developed LSTM model than the LSTM model for the Huanggang Reservoir capacity prediction for 7-day, 14-day, and 30-day. In addition, the Developed LSTM model was well applied to the Hejiapo Reservoir capacity estimation, which also shows an accurate prediction.

(2) The prediction accuracy of the LSTM neural network model based on two-factor input has a great relationship with the parameter settings. Different parameter settings of the same model could produce different results. The input of multi factors is not blind, and the influencing factors need to have sufficient correlation. If the input influencing factors are irrelevant or negatively related to the reservoir
capacity prediction, it will directly lead to the reduction of the accuracy of the model.

(3) Due to the limitation of data collected in this study, the developed LSTM only considers two factors. There could be more factors related to the change of reservoir capacity. The question that with the increasing number of factors, whether the prediction accuracy of the model continually improves will be investigated in our future work.
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