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Digital rock twins are widely used to obtain hydraulic properties of porous media by simulating pore-scale fluid flow.
Multifractal characteristics of pore geometry and flow velocity distribution have been discovered with two-dimensional
(2D) images and three-dimensional (3D) models, whereas the dependency of results on the resolution is not well known. We
investigated resolution-dependent multifractal properties of 3D twin models for a sandstone sample with originally 3 μm
resolution images. 3D pore-scale water flow was simulated with the lattice Boltzmann method (LBM). As indicated by
multifractal analyses, the generalized dimension spectra, the Hölder exponent spectra, and singularity spectra of the flow
velocity are similar to that of the pore geometry but different in ranges and sensitivities to the change in the model resolution.
Nonlinear dependencies of 2D/3D porosity, holistic/slice permeability, equivalent pore radius squared, and multifractal
parameters on the resolution were discussed.

1. Introduction

With the development of scanning and imaging techniques,
a large number of digital rock twins have been obtained in
the world to represent the pore space of rock samples. It pro-
vided abundant opportunities to reconstruct and study their
hydraulic properties, or even other physical, chemical, and
biological properties [1]. In general, a digital twin of a rock
sample is composed of pixels in two-dimensional (2D)
models or voxels in three-dimensional (3D) models signed
as pore or solid. The seepage behaviours in porous media
can then be simulated as fluid flow at the pore scale with
the computational fluid dynamics (CFD) approach, solving
the Navier-Stokes (NS) equation directly [2, 3] or applying
the lattice Boltzmann method (LBM) [4–10]. The simulation
results of the flow field in the digital twin of a rock sample
are used for estimating the permeability or further modelling
on solutes transport.

It has been well known that most of the porous media
have fractal geometry [11–13]. Multifractal analysis was
widely used to reveal the fractal properties on the pore size
distribution [14, 15] or the 2D/3D pore structure [16–24].
Both box-counting method and the sandbox method were
implemented in multifractal analyses of the pore structure
[25]. A natural consequence of the fractal pore space is that
the pore-scale flow velocity may also have a fractal distribu-
tion. This has been investigated from LBM results in fractal
pore models [26–28] that synthetically constructed from
realization of a 3D random fractal lattice [29]. The multi-
fractal distribution of the flow velocity was revealed, but
the results depended on the counting method. It seems that
the sandbox method is more reliable than the box-counting
method [28]. However, the fractal behaviours of the flow
velocity in real rock samples have not been investigated.

For digital rock twins, a few studies investigated the res-
olution effect on estimated multifractal spectra in the pore
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space. Jouini et al. [30] found that the multifractal dimen-
sion and porosity of carbonate samples varied with the mag-
nification effect on SEM images, but the correlation was
unclear. Karimpouli and Tahmasebi [20] conducted multi-
fractal analyses on the pore geometry of sandstones and
carbonates using multiresolution digital twins, and they sug-
gested that multifractal results should be interpreted based
on image resolution. However, they did not find a significant
scale effect. Shah et al. [31] checked the effect of the image
resolution for carbonate rocks and found that the porosity
and permeability may decrease with coarsening resolution.
This effect may also exist in digital twins of sandstone sam-
ples, as reported by Guan et al. [32]. In an investigation of
Saxena et al. [33], the permeability estimated from coarse
resolution was higher than that estimated from fine resolu-
tion. Nevertheless, the resolution effect on the simulated
pore-scale flow was still poorly known. The resolution-
dependent permeability of the multifractal pore structure
may be linked with the multifractal flow velocity distribu-
tion, whereas the relationship is unclear.

In this study, we investigated the resolution-dependent
multifractal features of both the pore geometry and flow
velocity in 3D digital models of a sandstone sample, aiming
to check different dependencies and potential relationship
between the multifractal pore geometry and flow velocity.
Nine twin models were constructed with different magnifi-
cation levels on the basis of an original high-resolution
image set. The simulation of the steady-state water flow at
the pore-scale was implemented with LBM, assuming a fluid
pressure difference on sides. The permeability of these twin
models was then identified from Darcy’s law and compared
to the estimated porosity. Multifractal analysis of the 3D
mass distribution was performed using the sandbox method
to obtain the multifractal spectra of pores and flow velocities.
These multifractal spectra were observed and compared with
that in existing studies to discuss the different resolution-
dependent behaviours between the pore and velocity spaces.

2. Materials and Methods

2.1. Materials. In this study, a sandstone sample with a
microstructure containing both intergrain and intragrain
pore spaces is investigated. Digital image data of the sample
[34, 35] were provided on the Digital Rocks Portal, including
3D images of 512 × 512 pixels × 512 slices with a voxel
length of 3μm. A cubic box with half the size of the imaged
sample was extracted by cropping a square region of interest
(ROI) covering 256 × 256 pixels of the original 512 × 512
pixels in each slice (Figure 1) among the first 256 slices.
Thus, there are 256 × 256 × 256 voxels in the cubic sample
volume characterized by a physical length of 768μm.

Digital twin models of different resolutions were built for
the studied cubic sample by a magnification approach with
the bicubic interpolation in ImageJ [36]. In comparison to
other interpolation methods [37], such as the nearest neigh-
bour and bilinear interpolations, the bicubic interpolation
can yield smoother resampling images [38]. This interpola-
tion was accomplished using the Catmull-Rom spline [39]
in ImageJ. There are 2563 voxels in the first model, denoted

as M256, with the original resolution of 3μm. Other twin
models were obtained from M256 by magnification using
the bicubic interpolation with resolutions from 4μm to
48μm, as listed in Table 1. The digital colour was transferred
from the RGB signal to the 8 bit grey value in the bicubic
interpolation, varying between 0 and 255, to facilitate the
binarization process.

The identified pore structure of a porous medium
depends on the colour threshold to separate pores and solids
[31]. Numerous methods could be used in image segmenta-
tion [33, 40–43]. We checked several methods, such as the
midvalue method and Otsu’s algorithm [44]. Reasonable
results are required for a suitable method: when the resolu-
tion comes to be finer, the porosity converges to that of
the original digital rock. As indicated, Otsu’s algorithm
soundly satisfied the convergence and was finally chosen in
this study. Performance of Otsu’s algorithm has also been
verified in other existing studies [33, 43, 45]. In further anal-
yses, the M256 model remains the original binarized images,
while the other models are composed of images magnified
with the bicubic interpolation and binarized with Otsu’s
algorithm. This binarization process yields images only con-
taining black (255, representing pores) and white (0, repre-
senting solids) voxels, as shown in Figure 1(b) for M256
and Figure 2 for other models.

After binarization, the volumetric porosity (3D porosity)
was calculated as the proportion of voxels signed as pores
(black) (Table 1). With the model resolution worsening
(from 3μm for M256 to 48μm for M16), this 3D porosity
slightly fluctuates between 0.328 and 0.335 when the resolu-
tion is smaller than 16μm and then decreases rapidly with
the increase in the resolution, as shown in Figure 3(a). We
also calculated the surface porosity (2D porosity) on each
slice (y × z plane) perpendicular to the x direction. This 2D
porosity varies with the distance along the x-axis, as shown
in Figure 3(b) with the normalized distance from 0 to 1.
The fluctuating patterns of the 2D porosity are similar for
different twin models, approximately ±0.13 around 0.36 for
M256 to M48, whereas the gap between models becomes sig-
nificant for M32, M24, and M16. M256 shows a high-
frequency fluctuation with a small amplitude in addition to
the curve of M48. In addition, the outline was recognized
for each pore on a slice, and the perimeter and enveloped
area were estimated from ImageJ. Results were applied to
estimate the equivalent hydraulic radius (R) of each individ-
ual pore as a circle. The radii squared (R2, Table 1) were pre-
pared for further investigation on the relationship between
the permeability and pore structure (Section 3.1.1).

2.2. Lattice Boltzmann Method

2.2.1. Lattice BGK Model. The flow at the pore scale was sim-
ulated with LBM on the basis of the lattice Bhatnagar-Gross-
Krook (BGK) model [46]. In LBM, the fluid flow is regarded
as a huge amount of particles following a distribution func-
tion, f ðr, tÞ. The distribution function describes the percent-
age of particles in a certain location (r) at a given time (t)
within a certain range of velocities. The lattice BGK model
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is a single relaxation time model that mostly adopted in
LBM to simulate streaming and collision of particles.

The BGK model estimates the change in the distribution
function versus the lattice spacing, Δr, and the time step, Δt,
from the following equation [5]:

f i r + Δr, t + Δtð Þ = f i r, tð Þ − f i r, tð Þ − f i
eq r, tð Þ

τ
= f i r, tð Þ 1 − ω½ � + ωf i

eq r, tð Þ,
ð1Þ

where τ is the dimensionless relaxation time towards the
equilibrium distribution, f i

eq; ω is the frequency of the relax-
ation coefficient, determined as ω = 1/τ; and the subscript
character i denotes the discrete direction of the velocity.

The equilibrium distribution function is determined by

f i
eq =wiρ 1 + ciu

c2s
+ 1
2

ciuð Þ2
c4s

−
1
2
u2

c2s

" #
, ð2Þ

where wi is the weighting factor, ρ is the fluid density, u is
the fluid flow velocity, ci is the unit vector along the flow
direction, and cs is the sound speed. When ci = 1, the value
of cs is 1/

ffiffiffi
3

p
[28, 47].

Different linking schemes are developed for the lattice
BGK model to arrange the connection between neighbour-
ing nodes, denoted as DnQb, in which n is the number of
dimensions and b represents the number of particles consid-
ered [47]. For 3D flow simulation, D3Q15 and D3Q19 are
widely used schemes. In this study, D3Q19 was chosen, in
which 19 velocity vectors exist, including 18 moving direc-
tions and one still (Figure 4). The corresponding weighting
factors, wi, are 1/3 for w0, 1/18 for w1 to w6, and 1/36 for
w7 to w18 [28].

The fluid density, ρ, is determined through the mass
conservation of particles for each lattice:

ρ = 〠
b−1

i=0
f i: ð3Þ

Note that i is counted from 0 to 18 for the D3Q19 model.
Similarly, the flow velocity vector, u, can be calculated based
on the momentum conservation as follows:

u = 1
ρ
〠
b−1

i=0
f ici: ð4Þ

The kinematic viscosity, υ, is determined by

υ = c2s τ −
1
2

� �
: ð5Þ

2.2.2. LBM Simulation on Digital Rock Twin. The pore-scale
flow in a digital twin model was simulated with the LBM,
covering all voxels in the model. Each voxel in M256 was
arranged as a node in the lattice BGK model so that the
numerical resolution of LBM simulation is 3μm. This lattice
grid was also used for other twin models, in which a voxel
covered a group of nodes with the same solid or fluid phase.
Estimation was active only on the pore nodes, whereas the
fluid flow variables were set to zero for all solid-phase nodes.
At halfway between the solid-fluid boundary, the bounce-

(a) (b)

Figure 1: The sandstone sample: (a) the first 2D image among the original 512 images of slices with 512 × 512 pixels [3], where black and
white pixels represent solids and pores, respectively, and the red square highlights the ROI in this study; (b) the 3D map of ROI, prepared as
the M256 model, where black and white voxels represent pores and solids, respectively.

Table 1: Digital twin models for the studied sandstone sample.

Model
name

Number
of voxels

Resolution
(μm)

Porosity
Equivalent pore radius
squared (10-12 m2)

M256 2563 3 0.33002 55.91

M192 1923 4 0.33223 56.01

M128 1283 6 0.33495 62.50

M96 963 8 0.33111 63.15

M64 643 12 0.33203 75.44

M48 483 16 0.32865 94.79

M32 323 24 0.31577 157.64

M24 243 32 0.29507 265.37

M16 163 48 0.26636 595.57
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back scheme [48, 49] was applied, meaning the “half-way
wall bounce-back” scheme [50]. This scheme has the second
order accuracy and is an alternative to the “complete”
bounce-back scheme (bounce-back rule applied at the
boundary of solids) that only has the first order accuracy
[50]. The simulation started from an initial condition, in
which a zero velocity was assigned for all nodes. The flow
was driven by a pressure difference (0.01 Pa) on two sides
at the locations of normalized x = 0 and x = 1, triggering a
macrovelocity of water flow in the positive x direction. Key
parameters of the lattice BGK model are provided in
Table 2. The LBM simulation was implemented via Palabos
(parallel lattice Boltzmann solver) [51] which had been

released as a C++ code library. Results of the final steady-
state flow are saved for further analysis.

A VTI (Visualization Toolkit Image Data) file was
exported from the LBM simulation for a model, with the
velocity and pressure data of all nodes. The software, Para-
View, was used to process the output results, which could
display the 3D velocity fields.

According to Darcy’s law, the permeability, k, can be
obtained through the parameters in Table 2 and the LBM
results, using the following equation:

k = ρυux
dp/dxj j , ð6Þ

(a) M192 (b) M128

(c) M96 (d) M64

(e) M48 (f) M32

(g) M24 (h) M16

Figure 2: Cross-sectional views of digital twin models, with pores in black and solids in white voxels. The blue, red, and green lines with
arrows are axes of x, y, and z, respectively.
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where ux is the Darcy velocity along the x direction and
dp/dx is the pressure gradient. This calculation can be per-
formed in the whole (holistic permeability) or along a twin

model slice at a special distance (slice permeability). In calcu-
lating the holistic permeability, ux is estimated as the average
value of ux for all nodes (including zero value at solid-phase
voxels), and dp/dx is 13.02083Pa/m as given in Table 2. For
the slice permeability, ux is estimated from the ux data of
nodes on a model slice at x, and dp/dx is approximately esti-
mated with the central difference method, i.e., estimated from
the pressure difference of neighbouring slices.

2.3. Multifractal Analysis. Multifractal analysis [52] provides
a singular set, FðαÞ, defined in a fractal structure, which is
composed of subsets for probabilities with respect to differ-
ent singular scale component, α.

2.3.1. Sandbox Method. The sandbox method [27] considers
the mass (sum ofmeasurements, for example, the pore volume
or the absolute velocity), MðδÞ, in each cell j (a 3D cube) of a
given size, δ. The probability mass distribution is calculated by

Pj δð Þ = Mj δð Þ
∑N

i=1Mi δ0ð Þ
, ð7Þ

whereMiðδ0Þ is the mass in cell i of an initial size (smallest), δ0
, and N is the number of cells in the structural model with
respect to the initial cell size. The partition function, χðδÞ, of
the order q, is then estimated as

χq δð Þ = 〠
n δð Þ

j=1
Pq
j δð Þ∝ δτ qð Þ, ð8Þ

where nðδÞ is the number of cells with respect to the size of δ, q
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Figure 3: Different porosity values obtained from different digital twin models: (a) the 3D porosity; (b) fluctuation of the 2D porosity on
slices along the x direction.
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Figure 4: The lattice BGK scheme of D3Q19.

Table 2: LBM simulation settings of flow in the digital rock twin.

Properties and parameters Value

Number of lattice nodes 2563

Lattice spacing [m] 3:0 × 10−6

Side length of the model (L) [m] 7:68 × 10−4

Pressure difference on sides [Pa] 0.01

Pressure gradient along x [Pa/m] 13.02083

Kinematic viscosity (υ) [m2/s] 1:31 × 10−6
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serves as a “microscope” in exploring different regions of the
singular measurement [52], and τðqÞ is the mass exponent
defined as

τ qð Þ = lim
δ⟶0

1
log δð Þ log 〠

n δð Þ

j=1
Pq
j δð Þ

" #
: ð9Þ

In practice, however, τðqÞ is approximately estimated for
each q by fitting the log-log plot of data points χðδÞ versus δ
with an optimized slope [53].

The generalized fractal dimension, DðqÞ, is calculated
from the mass exponent function:

D qð Þ = τ qð Þ
q − 1 for q ≠ 1, ð10Þ

When q = 1, the L’Hospital’s rule [54] is applied, which
leads to

D 1ð Þ = lim
δ⟶0

1
log δð Þ 〠

n δð Þ

j=1
Pj δð Þ log Pj δð Þ

" #
: ð11Þ

Dð1Þ is the information dimension (or entropy dimen-
sion), quantifying the degree of measurement distribution
heterogeneity. Dð0Þ and Dð2Þ are the capacity dimension
and the correlation dimension, respectively. The plot of
DðqÞ versus q is called the generalized dimension spectra.

The Hölder exponent, αðqÞ, and the Hausdorff dimen-
sion, FðαÞ, can also be determined from the mass exponent
by the Legendre transformation [55, 56]:

α qð Þ = dτ qð Þ
dq

, ð12Þ

F αð Þ = qα qð Þ − τ qð Þ: ð13Þ
The plot of FðαÞ versus α is called the multifractal spec-

trum or singularity spectrum.

2.3.2. Targets of Multifractal Analysis on Digital Rock Twin.
The multifractal properties of different twin models were ana-
lysed for the pore geometry and flow velocity distribution.

For the pore geometry of a studied model, the mass mea-
surement was 1 on a pore voxel, while it was 0 on a solid-
phase voxel. For the velocity distribution, themassmeasurement
was specified as the velocity magnitude, v, at a node in the lattice
grid, as follows:

v =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2x + u2y + u2z

q
, ð14Þ

where ux, uy, and uz were flow velocities along the x, y, and z
directions, respectively, obtained from the LBM simulation.
For each twin model, a 3D flow velocity matrix (data of v) on
all LBM lattice nodes (2563) was prepared for the multifractal
analysis.

We developed a C++ program to estimate the partition
function, χðδÞ, with Equations (7) and (8), for several spec-

ified values of δ. The initial cell size, δ0, was specified as the
resolution of a digital twin model for the pore geometry or
the lattice spacing for the velocity distribution. The cell size,
δ, increased step by step with an increment that was several
times of δ0, until it reached the side length of the model. We
also developed a MATLAB program to obtain τðqÞ by fitting
the log-log plot of data points χðδÞ versus δ linearly with an
optimized slope. Then, the generalized dimension spectra,
DðqÞ, and the multifractal singularity spectra, F(α) versus
α(q), were estimated through Equations (10), (12), and
(13), where the value of q was specified from -10 to 10 with
an interval of 0.2.

2.3.3. Processing Steps and Notes. The multifractal analysis in
this study was implemented through three steps. First, check
the data of the mass measurement to ensure that a multifrac-
tal characteristic exists. Second, estimate the multifractal
spectra for a digital twin model. Third, compare multifractal
parameters among the nine models of different resolutions.

To verify whether the pore structure or velocity distribu-
tion is multifractal, linear relationship between the logarith-
mic partition function χ versus logarithmic δ was checked;
the capacity dimension, Dð0Þ, the information dimension,
Dð1Þ, and the correlation dimension, Dð2Þ, were compared
with general experiences. A multifractal pattern exists only
when Dð0Þ >Dð1Þ >Dð2Þ, with linear relationship between
logðχÞ and logðδÞ. Furthermore, the multifractal distribution
usually shows a single-peak curve for the plot of FðαÞ versus
q. When FðαÞ almost keeps a constant value, it would not be
a multifractal distribution.

Additional parameters are introduced to quantify the
changes in the dimension and the Hölder exponent with q
when the q value is larger or smaller than zero, as shown
in the following:

ΔDLR =D −10ð Þ −D 10ð Þ,
ΔDL =D −10ð Þ −D 0ð Þ,
ΔDR =D 0ð Þ −D 10ð Þ,
ΔαLR = α −10ð Þ − α 10ð Þ,
ΔαL = α −10ð Þ − α 0ð Þ,
ΔαR = α 0ð Þ − α 10ð Þ:

ð15Þ

The width of the left part (q < 0) of the generalized
dimension, defined by ΔDL, and that of the Hölder exponent
defined by ΔαL, which is also the width of the right branch of
FðαÞ, can reflect the low probability density of mass (i.e.,
dominance of small pore or low velocity). In comparison,
the widths of the right part (q > 0) of DðqÞ and αðqÞ, defined
by ΔDR and ΔαR (also the left branch of FðαÞ), respectively,
correspond to the higher probability density. Therefore,
multifractal parameters Dð−10Þ, ΔDL, αð−10Þ, and ΔαL can
be used to indicate the pore or velocity distribution in lower
probability areas; meanwhile, Dð10Þ, ΔDR, αð10Þ, and ΔαR
can be used for higher probability areas.

The digital twin models of the sandstone with different
resolutions can be characterized by different values of a
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special multifractal parameter. It was found in [12, 17] that a
smaller Dð1Þ indicates greater heterogeneity. A lower αð0Þ
may indicate a higher degree of local mass density. Higher
values of ΔDLR and ΔαLR may also indicate more complexity
in the mass distribution, as well as the heterogeneity of
porous media.

3. Results

3.1. LBM Simulation Results

3.1.1. Darcy Velocity, Permeability, and Equivalent Pore
Radius. The results of the LBM simulation for all digital twin
models were exported in VTI files, including the flow veloc-
ity and pressure data on all lattice nodes. The velocity data
list ux, uy , and uz , as well as v calculated with Equation
(14). The statistics of the flow velocities are shown in
Table 3. Although the macropressure gradient acted on the
x direction, it generated nonzero uy and uz values at most
of the pore nodes. The average uy value is negative for all
twin models. The average uz value is positive or negative
and closer to zero than the average uy value. The flow veloc-
ities along x, y, and z have similar variation levels, as indi-
cated by the standard deviation data.

The holistic permeability was calculated according to
Equation (6) with the holistic Darcy velocity, ux . The average
velocity magnitude and the holistic Darcy velocity are shown
in Figure 5(a) for comparison. As indicated, the average v
value is higher than the average ux value because of nonzero
uy and uz values, while both of them almost keep constant
first and then increase with the resolution coarsening,
exhibiting a nonlinear response. The holistic Darcy velocity
is about 1/3 of the average ux value of the pore nodes. The
changes in the holistic permeability and 3D porosity with
the increasing resolution are different, as shown in
Figure 5(b). They both show slight fluctuations around the
original value of M256 when the resolution is smaller than
10μm. However, when the resolution coarsens from 16μm
(M48) to 48μm (M16), they show opposite response: the
porosity decreases while the permeability increases. This
would be an unexpected phenomenon if the positive correla-
tion between porosity and permeability was only considered.

It has also been reported by Xia et al. [57] that using only the
porosity could not completely explain the change in perme-
ability for complex structures. Therefore, we need to observe
another control of the permeability: the size of pores in
average. This was the motivation of estimating the equiva-
lent hydraulic radius (R). The data of radii squared (R2) in
average are listed in Table 1 and plotted in Figure 5(b) in a
logarithmic form of the value related to M256. It exhibits a
significant increasing pattern with the coarsening process
when the resolution is larger than 10μm, i.e., more large
pores were recognized with coarser images. We argue that
this might be a key cause of the increase in the estimated
permeability, but the effect is slightly weakened by the
decrease in the 3D porosity. Quantitative analysis on the
relationship will be further presented in Section 4.

We also calculated the slice permeability using Equation
(6) (Section 2.2.2) and compared the results with the 2D
porosity for different twin models. Figure 6 shows typical
results of M256, M128, M64, and M32. The dp/dx value
was too small to obtain a reasonable result when x was close
to 0. Therefore, the permeability of some slices near the
upper-stream boundary is not provided. In Figure 6, the slice
permeability is exhibited with logðkÞ because the data cover
several orders of magnitude. For each model, the slice
permeability shows a fluctuation pattern along the distance
that is similar to the 2D porosity but has different peak/
valley locations. The 2D porosity distribution curves for
different models are similar to each other, as indicated in
Figure 3(b). In comparison, the fluctuation curve of the slice
permeability changes significantly with the varying resolution,
as indicated by the significant difference between that of M256
(Figure 6(a)) and M32 (Figure 6(d)).

We checked the potential representative elementary vol-
ume (REV) of the studied sandstone sample. It was found
that the REV size is most probably close to 800μm, being
slightly larger than the size of twin models (768μm). There-
fore, Darcy’s law may be not rigorous for the flow in a twin
model. The slice and holistic permeabilities estimated herein
could be regarded as the apparent or equivalent permeability
for a volume that is smaller than REV.

3.1.2. 3D Distribution of the Velocity Magnitude. The veloc-
ity magnitude (v) fields obtained from the LBM simulations

Table 3: Statistics of flow velocities in different twin models.

Model name
Average, standard deviation

ux (×10-7m/s) uy (×10-7m/s) uz (×10-7m/s) v (×10-7m/s)

M256 1.618, 3.593 -0.047, 2.425 0.007, 1.881 2.272, 4.448

M192 1.561, 3.477 -0.049, 2.348 0.000, 1.841 2.199, 4.312

M128 1.605, 3.567 -0.044, 2.405 0.012, 1.868 2.255, 4.415

M96 1.545, 3.450 -0.040, 2.336 0.009, 1.822 2.176, 4.282

M64 1.624, 3.555 -0.056, 2.374 0.014, 1.928 2.307, 4.395

M48 1.750,3.721 -0.129, 2.487 0.000, 2.066 2.496, 4.599

M32 2.069, 4.285 -0.074, 2.906 -0.013, 2.345 2.975, 5.267

M24 2.473, 4.542 -0.247, 3.148 -0.047, 2.901 3.618, 5.661

M16 3.510, 6.475 -0.511, 4.489 0.229, 4.482 5.315, 8.158
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Figure 5: Curves of resolution-dependent properties obtained from digital twin models: (a) average flow velocities; (b) normalized holistic
permeability, 3D porosity, and equivalent squared radius of pores (R2) in average. The normalization was performed by estimating the ratio
of a model value to that of M256.
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Figure 6: Results of the 2D porosity and slice permeability for different twin models. Distance is normalized along the x direction.
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on the pore-scale flow through the nine models are shown in
Figure 7. These 3D distribution patterns were displayed in
ParaView using the imported VTI files. It is clear that the
flow velocity has a significantly heterogeneous distribution.
Preferential flow passageways exist in the space. High-
velocity flow (v > 2:0 × 10−6m/s) mainly occurs in the upper
part (with relatively large z value) of this sandstone sample,
and the passageways mainly extend along the x direction.
The other parts of the flow space are tubular low-velocity
zones extending vertically or horizontally. Branches of the
preferential flow passageways almost follow the same pattern
when the model resolution becomes coarse from M256
(Figure 7(a)) to M48 (Figure 7(f)), whereas change the shape
and stretch directions when the model changes from M48
(Figure 7(f)) to M16 (Figure 7(i)). Those preferential flow
passageways are produced by the heterogeneous connection
of pores as exhibited in Figure 2. For a pore tube, the flow
velocity is maximum in its centre, forming a circular distri-
bution of v. This pattern can be clearly identified in cross-
sectional views of the velocity magnitude, as particularly
shown in Figures 8(a)–8(c), for M256, M48, and M16,
respectively.

3.2. Multifractal Characteristics

3.2.1. Multifractal Spectra of the Pore Geometry. The log-log
plots of the partition function, χðδÞ, when q = 0 and q = 2,
are typically shown in Figure 9 for the pore geometry in dif-
ferent twin models. A strong linear relationship between
log ðχÞ and log ðδÞ is exhibited for decades of the cell size
in sandbox counting, which indicates that this sandstone
sample is a fractal porous material. Note that this linear rela-
tionship is negative for q < 1 and positive for q > 1.

The graphs of the generalized fractal dimension, DðqÞ, the
Hölder exponent, αðqÞ, and the singularity spectra, FðαÞ, are
shown in Figure 10. Results of major multifractal parameters
are listed in Table 4.

As shown in Figure 10(a), DðqÞ is negatively dependent
on q in a nonlinear manner. Data in Table 4 indicate that
both Dð0Þ and Dð1Þ slightly increase with the worsening of
the resolution from M256 to M48 and then decrease more
from M48 to M16, while Dð2Þ monotonically and slightly
decreases with increasing resolution. They almost keep
steady in the range between 2.6 and 2.9, implying a less-
than-3.0 dimension in the geometry. Figure 10(b) shows
nonlinear dependencies of the ΔDLR and ΔDL values on
the resolution, where the minimum value exists at 16μm
(M48 among the models). In contrast, a monotonically pos-
itive correlation between the ΔDR value and the resolution is
exhibited (Figure 10(b)). The variation patterns of αðqÞ are
similar to that of DðqÞ, as indicated in Figures 10(c) and
10(d), while the nonlinear curve of αðqÞ looks more like a
reverse-S shape. The Hausdorff dimension, FðαÞ, is a func-
tion of the Hölder exponent, α, as shown in Figure 10(e).
Even so, it ultimately depends on q because α depends on
q, and Figure 10(f) shows the relationship between FðαÞ
and q, which is also nonlinear.

For all of the digital twin models, the linear relationship
between log ðχÞ and log ðδÞ is significant as that shown in

Figure 9, the condition of Dð0Þ >Dð1Þ >Dð2Þ is also satisfied
(Table 4), and the plot of FðαÞ versus q in Figure 10(f) shows
a peak at q = 0. These evidently show a multifractal geometry
of the pore space. There are Dð−10Þ >Dð10Þ and ΔDL > ΔDR
for each model as well, indicating that with the increasing q,
the generalized fractal dimension decreases rapidly when
q < 0 and slowly for q > 0. Meanwhile, αð−10Þ > αð10Þ and
ΔαL > ΔαR are exhibited for the Hölder exponent, which is
similar to the behaviour in the generalized fractal dimension.
These features are followed by the general shape of the singu-
larity spectrum, FðαÞ versus α, with a narrow range for q > 0
(the left branches of Figure 10(e) curves) compared to the
range for q < 0 (the right branches of Figure 10(e) curves),
indicating a more significant heterogeneity of small pores
than heterogeneity of large pores [58]. The increase in ΔDR
and ΔαR with the worsen of the resolution demonstrates that
the heterogeneity in large pores becomes stronger in upscal-
ing (smoothing) of the voxels. However, the heterogeneity of
small pores follows a more complex dependency on resolu-
tion, since values of ΔDL and ΔαL reach the lowest level when
the resolution is 16μm. The possible causes of this behaviour
will be further investigated.

3.2.2. Multifractal Spectra of Flow Velocity. Results of the
multifractal analysis on the simulated flow velocity were also
obtained as generalized dimension spectra, DðqÞ, the Hölder
exponent spectra, αðqÞ, and singularity spectra, FðαÞ.
Typical data are listed in Table 5. Similar to that for the pore
geometry, a turning point exists in the dependency of
spectra on the resolution, as indicated by the lowest level
of Dð−10Þ and αð−10Þ also in M48. In considering of such
a turning point, we divide the spectra into two groups and
plot them, respectively, in Figures 11 and 12.

Curves of DðqÞ shown in Figures 11(a) and 12(a) for the
flow velocity have similar shape in comparison with that for
the pore geometry (Figure 10(a)), while exhibiting a signifi-
cantly larger range and steeper change around q = 0. This
is also indicated by the similar data of Dð0Þ, Dð1Þ, Dð2Þ,
and Dð10Þ but significantly higher values of Dð−10Þ in
Table 5, compared with that in Table 4. This difference also
exists in the Hölder exponent spectra shown in Figures 11(c)
and 12(c), comparing with Figure 10(c).

With regard to the group of M256 to M48, ΔDLR and
ΔDL of the flow velocity have negative correlations with
the resolution, as indicated in Figures 11(b), while ΔDR
almost keeps constant. The values of ΔαLR, ΔαL, and ΔαR
in this group are negatively correlated with resolution, as
indicated in Figure 11(d). For the group of M64 to M16,
all values of ΔDLR, ΔDL, ΔαLR, and ΔαL of the flow velocity
are positively correlated with the resolution as exhibited in
Figures 12(b) and 12(d). Both ΔDR and ΔαR in this group
are almost constant.

The singularity spectra of the flow velocity shown in
Figures 11(e) and 12(e) for different groups are similar,
forming single-peak curves, which are generally like the
curves in Figure 10(e) for the pore geometry. However,
negative values of the Hausdorff dimension, FðαÞ, could be
estimated when the Hölder exponent, α, is high. As
interpreted by Mandelbrot [59], the positive Hausdorff
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dimension defines a typical distribution of the measure,
whereas the negative FðαÞ exists in the latent portion and
refers to high sampling variability. The physical significance
of the negative fractional dimension has been investigated
well in studies of turbulence and diffusion-limited aggrega-
tion [59]. In this study, the pore geometry yields FðαÞ > 0,
while the flow velocity results in FðαÞ < 0 for some large α
values. Such a difference may indicate a stronger variability
in the flow velocity. The curves of FðαÞ versus q shown in
Figures 11(f) and 12(f) for the flow velocity are also similar,
forming a sharper peak at q = 0 than that shown in
Figure 10(f) for the pore geometry.

Data in Table 5 (Dð0Þ >Dð1Þ >Dð2Þ) and plots in
Figures 11 and 12 indicate a multifractal distribution of the

flow velocity simulated from all of the digital twin models.
Both the generalized dimension and the Hölder exponent
of the flow velocity vary in a larger range for q < 0 than the
range for q > 0, similar to that of the pore geometry. It indi-
cates that the distribution of low-velocity nodes has stronger
multifractal property than the distribution of high-velocity
nodes. The nonlinear dependency of Dð−10Þ and αð−10Þ
values on the resolution has a turning point at M48
(16μm) for the flow velocity, which is the same as the turn-
ing point for the pore geometry. It may imply that the
change in the multifractal property of the pore geometry
with the resolution worsening also leads to a change in the
multifractal property of the flow velocity. However, when
q > 0, the generalized dimension, DðqÞ, the Hölder exponent,
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Figure 7: 3D distribution of the absolute flow velocity in different sample models.
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Figure 8: Cross-sectional views of the absolute velocity on pore voxels in typical sample models.
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αðqÞ, and the Hausdorff dimension, FðαÞ, of the flow velocity
do not significantly change with the resolution, which is dif-
ferent from the behaviour of those for the pore geometry.
This implies that the resolution-dependent multifractal
geometry of large pores does not significantly affect the mul-
tifractal distribution of high-velocity flow.

4. Discussion

Resolution of a digital rock twin controls the identified
porosity. In our study, both of the 3D porosity and 2D
porosity fluctuate slightly when the resolution becomes
coarse from 3μm (M256) to 16μm (M48) and decrease
rapidly when the resolution changes from 16μm (M48) to
48μm (M16) (Figure 3). The difference in the porosity

among models of M256, M192, M128, M96, M64, and
M48 can be almost ignored, because it is less than 5% related
to the average porosity. This small variation may be a result
of the small change in the magnification (4 = 12/3) from
M256 to M48. Among models of M48, M32, M24, and
M16, the difference in porosity becomes much larger related
to the average porosity, as the magnification becomes bigger
(16 = 48/3). The investigation by Jouini et al. [30] covers a
ratio (=15) of magnification for carbonate samples, which
also results in a more significant variation in the estimated
porosity, but there are stochastic behaviours, and the
correlation could be positive or negative. The sandstone
sample in our study has a large number of small pores
(Figure 1) that may not be recognized as pores during bina-
rization at a coarse-resolution level (Figures 2(e)–2(h)).
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Thus, the negative correlation between porosity and resolu-
tion is a reasonable result. A similar relationship is also
reported for carbonate samples in Shah et al. [31] and sand-
stone samples in Guan et al. [32].

The resolution-dependent porosity may further trigger
the change in the estimated permeability with resolution,
because the porosity usually is a major control of the perme-
ability. Figure 6 sufficiently indicates such an impact and

Table 4: Multifractal parameters of the pore geometry,DðqÞ and αðqÞ, for different twin models.

Model D −10ð Þ D 0ð Þ D 1ð Þ D 2ð Þ D 10ð Þ
M256 3.8738 2.8752 2.8107 2.7813 2.7280

M192 3.8387 2.8813 2.8170 2.7793 2.7167

M128 3.8093 2.8887 2.8212 2.7781 2.7012

M96 3.7142 2.8945 2.8281 2.7729 2.6835

M64 3.6823 2.9018 2.8309 2.7693 2.6602

M48 3.5652 2.9095 2.8447 2.7623 2.6334

M32 3.5912 2.9023 2.8299 2.7315 2.5798

M24 3.5996 2.8774 2.7761 2.6874 2.5122

M16 3.5938 2.8247 2.7175 2.6095 2.4043

Model α −10ð Þ α 0ð Þ α 1ð Þ α 2ð Þ α 10ð Þ
M256 4.1024 3.0049 2.8082 2.7510 2.7206

M192 4.0628 3.0080 2.8106 2.7467 2.7051

M128 4.0288 3.0136 2.8143 2.7401 2.6846

M96 3.9292 3.0156 2.8155 2.7314 2.6620

M64 3.8937 3.0223 2.8185 2.7210 2.6314

M48 3.7552 3.0239 2.8205 2.7116 2.5932

M32 3.7850 3.0226 2.8012 2.6754 2.5298

M24 3.7886 3.0111 2.7650 2.6245 2.4499

M16 3.7816 2.9673 2.6988 2.5421 2.3237

Table 5: Multifractal parameters of the flow velocity, DðqÞ and αðqÞ, for different twin models.

Model D −10ð Þ D 0ð Þ D 1ð Þ D 2ð Þ D 10ð Þ
M256 12.7475 2.8700 2.4945 2.3071 2.0695

M192 12.4002 2.8673 2.4920 2.3062 2.0700

M128 11.6248 2.8605 2.4938 2.3095 2.0742

M96 11.3389 2.8612 2.4861 2.3023 2.0705

M64 11.2189 2.8483 2.4894 2.3150 2.0828

M48 11.0503 2.8423 2.4860 2.3176 2.0932

M32 11.2437 2.8047 2.4795 2.3099 2.0868

M24 12.4272 2.7710 2.4860 2.3408 2.1441

M16 12.2005 2.7191 2.4486 2.2880 2.1093

Model α −10ð Þ α 0ð Þ α 1ð Þ α 2ð Þ α 10ð Þ
M256 14.0422 4.7554 2.4495 2.2191 1.9858

M192 13.6702 4.2730 2.4471 2.2201 1.9864

M128 12.8218 4.2510 2.4489 2.2236 1.9909

M96 12.5128 4.1745 2.4409 2.2193 1.9877

M64 12.3839 4.1590 2.4470 2.2331 2.0010

M48 12.1855 4.2853 2.4450 2.2429 2.0116

M32 12.4117 4.2808 2.4325 2.2424 1.9979

M24 13.7072 4.3019 2.4432 2.2854 2.0633

M16 13.4317 4.6850 2.3974 2.2509 2.0306

13Geofluids



highlights a strong amplification effect of the resolution depen-
dence from the porosity to the permeability, where the 2D
porosity mainly ranges between 0.2 and 0.5, while the slice per-
meability covers several orders of magnitude. This strong
amplification effect has also been reported by Shah et al. [31].
However, the 3D porosity is not the dominant factor for the
holistic permeability, as indicated in the opposite responses of
them on the change in resolution (Figure 5). A comparable
influence factor is the equivalent hydraulic radius of pores, as
that estimated in Section 2.1 and shown in Figure 5(b). It has
been well known according to Poiseuille’s law that the perme-
ability is linearly proportional to both of the pore radius
squared, R2, and the porosity [60, 61], as follows:

k∝ ϕR2, ð16Þ

where ϕ is the porosity. Thus, we obtained data of the 2D
porosity and average R2 value of pores on slices in each twin
model and then estimated the value of ϕR2 for each slice. The
relationship between the slice permeability and ϕR2 is exhibited
with log-log plots in Figure 13(a), even though this equivalent
permeability does not really represent that at the REV scale.
A positive relationship is indicated by the data points. The
linear correlation between log ðkÞ and log ðϕR2Þ implies a
power function that can be expressed as:

k ≈ b ϕR2À Ám, ð17Þ

where b ≈ 1:11 and m ≈ 1:12. Note that m > 1, which is
different from Equation (16) where m = 1. Data points in
Figure 13(a) do not soundly fall in the vicinity of this
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correlation line, leading to a low determination coefficient
(R2 is less than 0.3). This may be a consequence of the ran-
dom change in pore-scale flow in a limited space that is smaller
than REV. We also estimated the average ϕR2 values for a
whole twin model and compared it with the holistic permeabil-
ity, as shown in Figure 13(b). Apparently, the data points do
not follow Equation (16) or Equation (17) but approximately
exhibit a positive linear relationship. Thus, Poiseuille’s law
should be carefully used for a multifractal porous material.

In general, the multifractal spectra of the pore geometry
shown in Figure 10 are similar to previous studies on 2D
images [30, 62] and 3D models [20, 63]. The curves of
DðqÞ and αðqÞ for 2D images exhibited a smoother shape
with conditions of Dð0Þ < 2 and αð0Þ < 2, in comparison to
those obtained from 3D twin models, indicating a more
homogeneous distribution of the 2D pore geometry. The
singularity spectra, FðαÞ versus α, of the 3D pore geometry
is close to a hyperbolic curve (Figure 10(e)) with a peak point

almost satisfying FðαÞ = α but not fully symmetrical on sides
of the peak. The left and right tails of the FðαÞ curve in
Figure 10(e) have different lengths, where the right tail is gen-
erally longer. This indicates a greater heterogeneity in small
pores, because the long tail on the right reflects the greater
range in FðαÞ when q < 0 (dominated by small pores) as
shown in Figure 10(c). This characteristic has also been
observed in previous studies [20, 30]. For the impact of reso-
lution on the multifractal spectra of the pore geometry,
Figure 10(a) shows the lowering of the DðqÞ curve with the
increasing of the resolution (coarsening voxels), especially
for the part of q < 0. A similar response of the multifractal
spectra on the resolution was also reported in Jouini et al.
[30], where the DðqÞ curve of 2D images moves downward
by using a smaller magnification (resolution changes from
fine to coarse). Karimpouli and Tahmasebi [20] provided
DðqÞ curves for the 3D pore geometry of rock samples
identified from different resolution models, where DðqÞ
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increases for q < 0 but almost keeps steady for q > 0 when the
resolution changes from coarse to fine. Our study reveals that
DðqÞmay also be higher with finer resolution for q > 0. Thus,
fine resolution twin models are required in capturing the
actual pore geometry of rocks. For the sandstone sample in
this study, the heterogeneity of small pores follows a more
complex dependency on resolution, since values of ΔDL
and ΔαL reach the lowest level when the resolution is 16μm
(Figure 10), which may be the exact turning point. The
mechanism of such a turning point is still unclear but be
possibly linked with the size distribution of solid particles
in the sandstone.

The multifractal characteristics of fluid flow at the pore-
scale are controlled by the multifractal pore geometry. In
comparison with the multifractal pore geometry, the 3D
distribution of v experiences a stronger multifractal feature,
as revealed by wider ranges in DðqÞ and αðqÞ (compare
Figures 11 and 12 with Figure 10), and the ranges are more
sensitive to the resolution. However, for the part of q > 1, the
DðqÞ and αðqÞ curves of v are lower and less sensitive to the
resolution than the DðqÞ and αðqÞ curves of the pore geom-
etry. It also implies that the preferential flow passageways
(high velocity) have a fractal dimension that is smaller than
the pore geometry, which may be linked with the significant
increase in the flow velocity from the solid surface to the
centre of a large pore channel (Figure 8). The singularity
spectra of the flow velocity also result in approximately
hyperbolic curves of FðαÞ as shown in Figures 11(e) and
12(e), while having more asymmetrical shape on sides of
the peak than the singularity spectra of the pore geometry.
Comparable singularity spectra have been obtained by
Jiménez-Hornero et al. [28] for idealized porous media using
3D multifractal analysis on LBM simulation results of the
pore-scale flow. Different features in our study are the longer
tail on the right and wider range of α covered by the singu-
larity spectra. The resolution does not significantly influence
the left part of the singularity spectra, whereas the right tail

shows a complex response to the resolution change. As indi-
cated, the heterogeneity in the estimated flow velocity is
enhanced by using a much coarse-resolution twin model,
especially for low values (with respect to the right tail of a
singularity spectrum).

Results of the resolution-dependent multifractal charac-
teristics in our study may be limited in the sandstone sample
extracted from the Digital Rocks Portal, and further investi-
gations are expected to cover a wide range of porous media.
Synthetically generated digital samples with a self-similar
structure can be also used to check the generic effect of the
resolution on multifractal porous.

We should make a remark about the limitation of our
investigation. The original digital twin model of the sand-
stone sample, M256, has a resolution of 3μm. This image
quality seems to be not good enough to obtain the relivable
permeability for the sandstone sample, as evaluated from
the criterion suggested by Saxena et al. [33]: the ratio of
the dominate pore throat size to the voxel size should be at
least 10 to achieve a steady value of permeability. According
to the equivalent hydraulic radius of pores, R, estimated for
M256, the average R value is ~13μm, implying that the
dominate pore throat size is quite smaller than 10 times of
the resolution. Therefore, the resolution of M256 may be
also too coarse, since a dozen of voxels were suggested to fill
the pore throat [33, 40, 64]. However, as indicated in
Figure 5(b), the estimated holistic permeability was not sen-
sitive to the voxel size when the resolution is smaller than
8μm. The permeability of this sandstone samples may not
be dominated by small pore throats but highly depends on
large pores that are more than 10 times of 3μm. This is an
open question for further investigations. Another limitation
of this study is that the REV size of the sandstone sample is a
bit larger than the model size. Further studies are expected to
investigate the effect of REV on the multifractal characteris-
tics of digital rock twins.

5. Conclusions

In this study, we built up nine 3D digital twin models with
resolutions of 3μm, 4μm, 6μm, 8μm, 12μm, 16μm,
24μm, 32μm, and 48μm for a 768μm-length sandstone
sample, from original images of 3μm-resolution. Pore-scale
water flow in these twin models is simulated using LBM, to
obtain flow velocities in the 3D space of pores. Multifractal
analyses of the pore geometry and the velocity magnitude
distribution are both implemented with the sandbox
method. According to the study results, conclusions can be
summarized as follows:

(1) All the 3D porosity, equivalent hydraulic radius of
pores, and holistic permeability are not sensitive to
the change in resolution when the resolution is fine
enough. As the resolution continues to coarsen, the
3D porosity and equivalent pore radius decrease
and increase, respectively. The holistic permeability
is more sensitive to the change in the pore radius
and then follows a positive response to the coarsen-
ing process. For each model, the equivalent slice
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permeability (slice is smaller than REV) shows a
fluctuation pattern along the macroflow direction,
which is similar to the fluctuation of 2D porosity
but has significantly larger ranges and different
extreme points

(2) The distribution of the flow velocity is significantly
heterogeneous with preferential flow passageways
in the 3D space. When the resolution of the twin
model changes from fine to coarse, the average
velocity magnitude in pores and the Darcy velocity
are almost steady first and then increase in a nonlin-
ear manner. The increase in the Darcy velocity is
much less than velocity magnitude in pores

(3) Multifractal spectra indicate that the pore geometry is
multifractal, and the multifractal parameters are
dependent on the resolution of the digital twin. The
generalized fractal dimension, DðqÞ, and the Hölder
exponent, αðqÞ, decay rapidly with the increasing q
around q = 0. The ranges of DðqÞ and DðqÞ for q < 0
are nonlinearly dependent on the resolution, with a
lowest point at the resolution of 16μm. The singularity
spectra, FðαÞ versus α, of the 3D pore geometry is close
to a hyperbolic curve with a peak point that moves with
the varying resolution. Fine resolution digital twins are
required in capturing the actual pore geometry of rocks

(4) The multifractal flow at the pore-scale is controlled
by the multifractal pore geometry but may have dif-
ferent resolution-dependency behaviours. In com-
parison with the multifractal pore geometry, the
flow velocity distribution has a stronger multifractal
feature. The singularity spectra of the flow velocity
also result in approximately hyperbolic curves of Fð
αÞ, while having more asymmetrical shape on sides
of the peak than that of the pore geometry. The left
part of the singularity spectra is insensitive to the
resolution, whereas the right tail shows a complex
response to the resolution change, indicating that
the heterogeneity in the flow velocity may be overes-
timated by using a coarse-resolution twin model
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